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Studies on terrestrial carbon sequestration are important for the exploration of opportunities to mitigate increasing atmospheric CO$_2$ concentration. Carbon sequestration is the process of fixing CO$_2$ through photosynthesis by plants and storing it as carbon in biomass. Forest ecosystems can capture and store large volumes of carbon over a long period of time. Gross primary production (GPP) is an important variable in the context of carbon sequestration as it represents the overall rate of carbon fixation. A well-established process-based simulator (PBS), BIOME-Biogeochemical cycle (BIOME-BGC), was used to simulate GPP of a forest ecosystem. Accurate simulation required reliable estimates of the input parameters. Moreover, a flux tower in a Douglas-fir stand within the Speulderbos area, the Netherlands, provided an opportunity to monitor carbon sequestration by measuring net ecosystem exchange (NEE) of CO$_2$ at very high temporal resolution. An estimate of GPP was obtained by partitioning it from NEE using flux partitioning model under the assumption that uncertainty in its input was well quantified. This partitioned GPP was used next in calibration (sometimes also referred to as inverse modelling), to obtain reliable estimates of the PBS parameters with reduced uncertainty. Three studies were carried out in this dissertation.

First, the uncertainties in BIOME-BGC parameters were identified based upon an extensive literature search and field inventory data. These uncertainties were defined in terms of probability distributions that included prior knowledge about the full range of parameters. This allowed us to implement a variance-based sensitivity analysis of BIOME-BGC for GPP and net primary production (NPP) output at the study site. This sensitivity analysis identified those parameters with the strongest influence on simulated GPP and NPP. Those parameters were fraction of leaf nitrogen in Rubisco, ratio of fine root carbon to leaf carbon, ratio of carbon to nitrogen in leaf and fine root, leaf and fine root turnover, water interception coefficient and soil depth. The study showed an efficient way of reducing complexity of calibrating BIOME-BGC by calibrating only the most influential input parameters. Calibration was further supported by prior knowledge of the input parameters in the form of probability distributions.

Second, GPP was separated from NEE using flux partitioning methods. I took half-hourly measurements of NEE from the flux tower and used a non-rectangular hyperbola (NRH) model to partition half-hourly GPP. The prior distribution of each NRH parameter was chosen based upon a literature
search, allowing use of a Bayesian statistical analysis to estimate partitioned GPP with the associated uncertainty from the posterior distribution. The transition from prior to posterior distributions of NRH parameters indicated a reduction in uncertainty. The obtained time series also allowed me to estimate GPP with the associated uncertainty at daily time steps. This provided relevant data for the calibration of BIOME-BGC. Furthermore, the obtained posterior distributions of NRH parameters were of interest for a range of applications such as in the study of photosynthetic nitrogen use efficiency.

Third, GPP data partitioned from flux tower measurements of NEE were used to calibrate BIOME-BGC in a Bayesian framework. The selected BIOME-BGC parameters and their prior distributions were taken from the first study. A Bayesian statistical method was used to estimate the uncertainty in the simulated GPP as well for the BIOME-BGC parameters. Uncertainty in estimated parameters was obtained as the posterior distributions. The estimated parameters, which were constant over the year, were further used to simulate daily GPP with the associated uncertainty. The results showed that the calibrated BIOME-BGC was able to simulate daily GPP that closely followed the flux tower GPP. Further, to obtain more precise GPP simulation, the possible impact of the variation in parameters was investigated by estimating the parameters at monthly time steps. Results indicated that the time varying parameters substantially improved the simulated GPP as compared to GPP obtained with constant parameters. Time varying estimation also revealed a seasonal effect in the parameters.

To summarize, this dissertation focused on obtaining forest GPP with its related accuracy using a Bayesian statistical modeling by integrating two sources: the BIOME-BGC simulator and flux tower measurements. The reduced uncertainties in the input parameters facilitated accurate simulation of GPP with their associated uncertainties. Similar integration can be applied across many forest sites around the world with different GPP characteristics, e.g., by obtaining prior information on the inputs for different tree species and by obtaining NEE data from the global databases, such as FLUXNET. In this sense, this dissertation contributed to present a complete method to obtain accurate and reliable simulations of forest GPP.
Samenvatting

Onderzoek naar de vastlegging van koolstof is een belangrijke stap richting het matigen van CO₂ toename in de atmosfeer. De vastlegging van atmosferische CO₂ gebeurt door middel van fotosynthese in planten, die de koolstof opslaan in de vorm van biomassa. Bossen kunnen grote hoeveelheden koolstof vastleggen gedurende lange periodes. De bruto primaire productie (GPP) is een belangrijke variabele in deze context: het geeft de algehele snelheid van opname van CO₂ aan. De GPP van bossen kan worden gesimuleerd met een bekend en veelgebruikt model, BIOME-Biochemical Cycle (BIOME-BGC): een model dat biochemische processen simuleert (‘process-based simulator, PBS’). Voor een nauwkeurige simulatie zijn betrouwbare schattingen van de invoer variabelen en parameters nodig. Voor deze studie zijn gegevens van een fluxtoren in een douglasspar plantage in het Speulderbos op de Veluwe in Nederland gebruikt. Aan de hand van metingen van de netto opname van CO₂ (NEE) van het hele bos (inclusief bodem) met hoge temporele resolutie kon de primaire koolstofvastlegging door de bomen bepaald worden. GPP kon nauwkeurig geschat worden uit NEE met een verdeelmodel voor fluxen, onder de aanname dat de onzekerheid in de modelinvoer bekend was. De geschatte GPP is gebruikt voor kalibratie (ook wel modelinversie genoemd) van de PBS. Kalibratie van de PBS resulteert in betrouwbare schattingen van de parameters van de PBS met bijbehorende beperkte onzekerheid. Deze dissertatie bevat drie studies.

Als eerste zijn de onzekerheden in de parameters van BIOME-BGC gekwantificeerd aan de hand van een uitgebreide literatuurstudie en velddata. Deze onzekerheden zijn gedefinieerd in termen van waarschijnlijkheidsverdelingen waarin a priori kennis van het bereik van elke parameter is meegenomen. Hiermee kon een op varianties gebaseerde gevoeligheidsanalyse van BIOME-BGC voor GPP en de netto primaire productie (NPP) gemaakt worden. De gevoeligheidsanalyse bracht de parameters aan het licht die de grootste invloed uitoefenen op GPP en NPP, namelijk de coëfficiënten voor de fractie stikstof in Rubisco, de ratio koolstof in haarwortels: koolstof in naalden, de ratio koolstof: stikstof in naald en wortels, de snelheid van vernieuwing van naald en haarwortels, onderschepping van regenwater, en de diepte van de bodem. De studie heeft aangetoond hoe de complexiteit van BIOME-BGC verminderd kan worden door alleen de parameters te calibreren die de meeste invloed uitoefenen. De kalibratie is verder ondersteund door a priori kennis in de vorm van waarschijnlijkheidsverdelingen.
Samenvatting

Als tweede is GPP onderscheiden van NEE met behulp van flux partitiemodellen. Metingen van NEE elke 30 minuten zijn gebruikt om een niet-rechthoekige hyperbool (NRH) model te kalibreren, waarna de GPP per 30 minuten bepaald kon worden. De a priori verdeling van elke parameter van het NRH model is gekozen aan de hand van een literatuurstudie. Bayesiaanse statistiek is gebruikt om de GPP te schatten met bijbehorende onzekerheid uit de posterior verdeling van de parameters. De transitie van a priori naar posterior verdelingen van NRH ging gepaard met een afname van de onnauwkeurigheid. De verkregen tijdserie maakte het ook mogelijk om de dagelijkse som van GPP te schatten met bijbehorende onzekerheid. Deze dagelijkse som is nodig om BIOME-BGC te kalibreren (de derde studie). De gekalibreerde waardes van de parameters zijn ook van belang voor andere toepassingen, zoals het bestuderen van de efficiëntie van stikstofgebruik in fotosynthese.

Als derde zijn de GPP data uit de NEE metingen van de fluxtoren gebruikt om BIOME-BGC te kalibreren. Voor de gekozen BIOME-BGC parameters en hun a priori verdelingen is gebruik gemaakt van de eerste studie. Bayesiaanse statistiek is gebruikt om de onzekerheid in de gesimuleerde GPP en in de parameters van BIOME-BGC te schatten. De onzekerheid in de geschatte parameters volgde uit de posterior verdelingen. De geschatte parameters, die constant zijn voor de gesimuleerde periode, zijn verder gebruikt om dagelijkse GPP met bijbehorende onzekerheid te simuleren. Na kalibratie was BIOME-BGC in staat om de dagelijkse GPP van de fluxtoren te reproduceren. De mogelijke invloed van variatie van parameters in de tijd is ook gesimuleerd door de waardes van de parameters te kalibreren voor elke maand afzonderlijk. De resultaten met parameter waardes variërend in de tijd waren aanzienlijk beter dan die met constante waardes voor de parameters.

Dit proefschrift richt zich op het schatten van GPP van bos met bijbehorende onzekerheidsmarges door middel van Bayesiaanse statistiek. Twee benaderingen zijn gecombineerd: de BIOME-BGC simulator en metingen van een fluxtoren. De verminderde onzekerheid in de parameters maakte nauwekeurige simulatie van GPP mogelijk, en een kwantificering van de onzekerheid. De methode kan ook toegepast worden op bossen andere plaatsen op de wereld met een verschillende jaarlijks verloop van GPP, bijvoorbeeld door a priori informatie te verzamelen van de invloed voor verschillende boomsoorten en door NEE te gebruiken uit globale databestanden zoals FLUXNET. Dit proefschrift heeft bijgedragen met een complete methode voor nauwekeurige en betrouwbare simulaties van GPP van bossen.
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Introduction
1. Introduction

1.1 Carbon sequestration

The increase in atmospheric CO$_2$ concentration traps thermal radiation from the Earth surface and re-radiates a part back to the surface. In this way it causes the Earth surface to warm up, with the implications for global climate change. International concern about climate change has led to a series of negotiations aimed at producing a binding treaty to control worldwide emissions of CO$_2$. This issue has been debated widely to identify causes of warming trends in global temperature. It is uncertain whether the warming trends in temperature reflect natural variation in the Earth’s climate, or whether the trend should be attributed to anthropogenic activities. The Intergovernmental Panel on Climate Change (IPCC), however, reported as a conclusion that “It is extremely likely that human influence has been the dominant cause of the observed warming since the mid-20th century” (IPCC, 2013, p. 15). Reduction in emission of CO$_2$ (produced excessively by anthropogenic activities) is a serious option for mitigating the risk of global climate change. Terrestrial carbon sinks play a significant role to partially offset the industrial CO$_2$ emission globally and they might serve as a low cost option for carbon sequestration. The effectiveness of terrestrial carbon sinks and the quantitative estimate of their strength have been reported elsewhere (Richards and Stokes, 2004; Stavins and Richards, 2005; Canadell et al., 2007; Thomson et al., 2008). If an ecosystem fixes more carbon than it emits, then this ecosystem will function as a sink of atmospheric CO$_2$, or carbon sink. In contrast, an ecosystem acts as carbon source when its emission exceeds its sequestration. Carbon sequestration in ecosystems involves a net uptake of CO$_2$ from the atmosphere for persistent storage (in the sinks) of terrestrial vegetation or soil pools. Land areas that consistently sequester carbon by growth in ecosystem production are potentially important as future sinks for industrial CO$_2$ emissions. Conversely, land areas that do not consistently sequester carbon over time may be adding to already increasing atmospheric CO$_2$ from fossil fuel burning sources.

Forests play a significant role in the global carbon cycle by controlling atmospheric CO$_2$ level. Functional characteristics such as carbon, nutrient, and energy fluxes are closely linked to the stand age and associated structural characteristics such as species composition, stand density, biomasses, and leaf area. As explained by Sedjo (2001), a carbon sink such as an old forest may not be capturing any new carbon but can continue to hold large volumes of carbon over long periods of time. The net rate of carbon uptake is greatest when forests are young, and slows down over time. A young forest, when growing rapidly, can sequester relatively large volumes of additional carbon that corresponds to the forests growth in biomasses. Stand age is expected to govern the magnitude and direction of the net exchange of CO$_2$ between forests and the atmosphere. Trees, as long-lived plants, develop large biomasses, thereby capturing large amounts of carbon over a growth cycle of several decades. Nearly 75% of the Earth’s biomass is forests. Therefore, a forest ecosystems can capture and retain large volumes of carbon over long periods all over the world.
1.2 Gross primary production

Forest gross primary production (GPP) is an important variable in the context of carbon sequestration. GPP is defined as the overall rate of carbon (C) fixation or sequestration by plants via photosynthesis (Farquhar et al., 1980). The fixed available carbon is allocated to leaves, stems, roots, and reproduction and is the basic measure of biological productivity. GPP strongly controls tree growth, forage availability for grazing, food production, and fossil fuel production. In addition, GPP controls the exchange of CO$_2$ between land and atmosphere and thus provides the capacity of the terrestrial ecosystems, in particular forest ecosystem, to offset anthropogenic CO$_2$ emission (Beer et al., 2010). Accurate quantification of GPP is a central topic for carbon cycle researcher, forestry, and land and resource management. Continuous monitoring of spatial and temporal variation of GPP with high accuracy is important because: (a) their behaviour over time reflects key processes in plants and atmosphere interactions and thus improves our understanding of the feedbacks between them (Jung et al., 2008; He et al., 2014); and (b) it provides reliable data for carbon storage estimation, carbon-related climate change studies and ecosystem management (Wang et al., 2010).

1.3 Process-based simulators

Different models are available to simulate the GPP of forest ecosystems. First, regression models have been developed that are based on empirically derived statistical relationships between the biometric parameters such as height and volume of trees and production (Tatarinov and Cienciala, 2006). Second, light use efficiency (LUE) models simulate GPP as the product of the radiation flux absorbed by the plant canopy as the main driver of photosynthesis and a term accounting for the conversion efficiency of absorbed radiation into organic matter (Ruimy et al., 1994; Running et al., 2004). These regression and LUE models, however, do not incorporate changes due to forest growth, mortality, fires or other critical ecological processes. The third type of models, process-based simulators (PBS), simulate GPP development, keeping account of carbon, nutrient and water stocks. With a PBS, one could predict ecosystem activity by simulating different physiological plant responses to climatic conditions, atmospheric properties and plant structures, provided that they are well parameterized. A PBS can predict ecosystem activity at space and time scales beyond the limit of direct measurements by simulating our understanding of fundamental mechanistic ecological processes of energy and mass fluxes (Running, 1994). Several PBS have been established for the simulation of GPP, such as FOREST-BGC (Running and Gower, 1991), CASA (Potter et al., 1993), FORGFO (Mohren and van de Veen, 1995), 3-PG (Landsberg and Waring, 1997), BIOME-BGC (Thornton, 1998), TRIPLEX (Peng et al., 2002), CABALA (Mumery and Battaglia, 2004). In this dissertation, I used the BIOME-BGC (BIOME-Biogeochemical cycle) simulator. It is a widely employed PBS designed to simulate plant physiological processes and soil biogeochemistry with a very detailed scheme.
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and at a fine temporal scale (from daily to yearly). BIOME-BGC has been used widely by the forest research community and it has been applied to different types of forest ecosystems across the globe for the simulation of GPP (Ichii et al., 2005; Cienciala and Tatarinov, 2006; Chiesi et al., 2007; Ueyama et al., 2010; Chiesi et al., 2016).

BIOME-BGC requires site characteristics data, daily meteorological data, and ecophysiological parameters as the inputs. Site characteristics include soil texture (percentage of sand, silt, and clay), elevation, latitude, shortwave albedo, wet and dry atmospheric deposition of nitrogen, symbiotic and asymbiotic fixation of nitrogen, and effective soil rooting depth. BIOME-BGC is driven by meteorological variables to simulate the seasonal and inter-annual patterns of GPP. Meteorological variables include daily average, minimum, and maximum temperature (°C), daily total precipitation (cm), daylight average shortwave radiant flux density (W m\(^{-2}\)), daylight average vapour pressure deficit (Pa) and daylength from sunrise to sunset. BIOME-BGC generates output per square metre of a horizontally projected area on daily basis. The carbon budget simulated by BIOME-BGC includes all forest production output variables such as gross primary production (GPP), net primary production (NPP), net ecosystem production (NEP), and net ecosystem exchange (NEE). In addition, LAI, water, and nitrogen fluxes are simulated as output variables. The output of interest in this dissertation is mainly the simulated GPP, being a key variable in carbon sequestration.

1.4 Uncertainty in process-based simulators: a Bayesian approach

A PBS requires ecophysiological parameters representing a particular vegetation type. The accuracy of simulated GPP depends upon a correct parameterization of plant ecophysiology and site characteristics. The large number of input parameters explaining processes in trees, soils and the atmosphere makes the simulator complex, but the complexity provides strength to reproduce the complex dynamics of a forest ecosystem. A major challenge with the use of PBS is incomplete knowledge of input parameters, leading to uncertainty in the simulated outputs that needs to be quantified and reported in any inventory (van Oijen and Thomson, 2010; Odongo et al., 2014). Such complexity hampers parameterization and complicates the use of a PBS for assessment of GPP. Bayesian statistics provides a method for calibrating PBS (van Oijen et al., 2005; Reinds et al., 2008; Vrugt et al., 2008). The method involves quantification of uncertainties associated with input parameters used in the inventory calculation by expressing them as prior probability distributions. Observed output variables are then used to update the parameter distributions, providing updated posterior parameter distributions. In this way, the Bayesian statistical method combines probability distributions of input parameters and observed output variables to quantify uncertainty in parameters. It uses updated parameter uncertainty to perform an analysis of simulated output with the associated uncertainty.
In this dissertation, the Bayesian statistical method was used to calibrate BIOME-BGC. During calibration, output variables measured from different sources were used to update the probability distribution of input parameters. GPP could be estimated from flux tower data of the net ecosystem exchange (NEE). Therefore, estimated GPP were taken for the Bayesian calibration. The details of estimation of GPP from NEE data and Bayesian calibration are covered in the coming chapters. Below I provide a brief overview of GPP estimated from NEE data.

The eddy covariance technique measures the net ecosystem exchange (NEE) of CO$_2$ at the flux tower installed within the forest ecosystem. NEE is the balance between CO$_2$ released by the ecosystem respiration ($R_{eco}$) and the gross CO$_2$ assimilated via photosynthesis. The fraction of carbon in assimilated CO$_2$ is the gross primary production (GPP). Therefore, GPP can be partitioned from NEE. Mathematically, NEE = GPP - $R_{eco}$, where the exchange of carbon into the ecosystem by means of photosynthesis is considered as a positive flux because it represents production and the loss of carbon through respiration is considered a negative flux. Flux partitioning methods are used to partition NEE into its component fluxes GPP and $R_{eco}$ (Aubinet et al., 2012). A statistically efficient flux partitioning method relies on fitting the non-rectangular hyperbola (NRH) model to NEE data (Gilmanov et al., 2013). The NRH model includes variables that influence GPP, in particular radiation, vapor pressure deficit, and temperature. In addition, the NRH model provides a robust empirical relationship between radiation and GPP by including the degree of curvature of light response curve. The NRH model includes the separate equation for GPP and $R_{eco}$. The parameters of the NRH model are estimated using the NEE data, and the estimated parameters are used to obtain GPP estimates. In this dissertation, daily estimates of GPP were used in a Bayesian calibration of BIOME-BGC simulator.

The assessment of GPP using calibrated BIOME-BGC has been central in previous studies (Chiesi et al., 2007; Maselli et al., 2008; Invithaya et al., 2011; Kondo et al., 2013; Hlásky et al., 2014). In these studies, assessment of GPP was based upon the estimation of optimized input parameters for different vegetation types followed by running the BIOME-BGC for each of them. The uncertainty associated with parameters was not addressed in these studies, although it led to uncertainty in the simulated GPP. The quantification of uncertainty is important in the sense that it helps to determine how much confidence can be placed in the results of forest carbon related studies based on GPP. How to deal with parametric uncertainty using a Bayesian statistical method was addressed by van Oijen et al. (2005); Reinds et al. (2008); Vrugt et al. (2008). This method represents the uncertainty in the parameters.
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(quantified by the prior belief) in terms of a probability distribution, which is updated conditional on the measured data of the simulated output. This dissertation considers the advantage of a Bayesian statistical method to estimate the BIOME-BGC input parameters with the associated uncertainty. Those were further propagated to quantify the uncertainty in the simulate GPP. In this dissertation, I have further investigated that the assumption of BIOME-BGC to treat parameters as a constant should be relaxed. This was done by estimating time varying BIOME-BGC parameters using a Bayesian statistical method over the simulation period. The effect of time varying parameters on the simulated GPP has not been investigated before, up to my best knowledge. It was expected that time varying parameters would improve the accuracy of simulated GPP as compared to GPP obtained with constant parameters.

1.7 Research objectives

The main objective of this dissertation was the accurate quantification of forest gross primary production (GPP) by integrating the output of BIOME-BGC with flux tower GPP. For the fulfilment of the main objective, the following sub objectives were achieved.

1. Quantify uncertainty in BIOME-BGC input parameters based upon literature search and field inventory data to construct prior distributions of parameters and identify the sensitivity of BIOME-BGC simulated GPP to the input parameters.
2. Partition GPP with the associated uncertainty from the flux tower measurements of net ecosystem exchange of CO₂.
3. Implement a Bayesian statistical method to integrate a flux tower GPP into BIOME-BGC to quantify the reliable estimate of parameters as a posterior distribution, and simulated GPP with the associated uncertainty, and investigate the effect of time varying BIOME-BGC parameters on the simulated GPP.

1.8 Outline of the dissertation

This dissertation is a compilation of five chapters. Besides the introduction and synthesis, three chapters are published in, or submitted to, ISI journals. Each of the three chapters is arranged as abstract, introduction, methods, results, discussion, and conclusions sections.

1. Chapter 1 gives the general introduction of this dissertation. The importance of gross primary production (GPP) in carbon sequestration is highlighted. The role of process-based simulators, in particular BIOME-BGC, in simulating GPP and non-rectangular hyperbola model for partitioning of GPP from net ecosystem measurements are explained briefly. Research problems of the accurate quantification of simulated GPP using a Bayesian statistical method is presented. The objectives are mentioned to address the research problem.
2. **Chapter 2** provides the detailed method for quantifying the prior distribution of each BIOME-BGC parameter based on literature review and field inventory data. In this chapter, a sensitivity analysis of BIOME-BGC is presented to identify the key parameters on which simulated GPP was most sensitive. In addition, simulated net primary production (NPP) is included in the sensitivity analysis experiment. The role of key parameters on simulating GPP and NPP is also highlighted. Knowledge of prior distributions and results of sensitivity analysis is further used in chapter 4.

3. **Chapter 3** provides procedures for partitioning of GPP with the associated uncertainty from flux tower measurements of net ecosystem exchange. This chapter reviews different flux partitioning methods and a non-rectangular hyperbola model for partitioning is explained in detail. The parameters of the NRH model are estimated using a Bayesian statistical method. Therefore, the prior distribution of each NRH model parameter is obtained from a literature search. The partitioned GPP (flux tower GPP) is further used in in chapter 4.

4. **Chapter 4** provides the quantification of posterior uncertainty in BIOME-BGC input parameters and simulated GPP by integrating flux tower GPP (obtained from chapter 3) into BIOME-BGC using a Bayesian statistical method. Knowledge of prior distributions of BIOME-BGC parameters and which parameter to target in a calibration were obtained from chapter 2. Seasonality in the BIOME-BGC parameters is addressed by estimating the parameters at monthly time steps. The improvement in the accuracy of simulated GPP using time varying parameters is presented.

5. **Chapter 5** presents the synthesis of the results obtained in this dissertation. This chapter also provides the main conclusions of this dissertation and future recommendations.
Sensitivity analysis of process-based simulator BIOME-BGC

Abstract

Parameterization and calibration of a process-based simulator (PBS) is a major challenge when simulating gross and net primary production (GPP and NPP). The large number of parameters makes the calibration computationally expensive and is complicated by the dependence of several parameters on other parameters. Calibration can be simplified by first identifying those parameters for which GPP and NPP are most sensitive. For an appropriate application of a PBS a sensitivity analysis is an essential step. Sensitivity analysis based on local derivatives (i.e., one-at-a-time analysis) does not examine the PBS behaviour over the whole parameter space. This study therefore implements a variance-based sensitivity analysis (VBSA) addressing the full range of PBS input. A VBSA is also independent of non-linearity in a PBS. This study performs a VBSA of the process-based simulator BIOME-BGC for GPP and NPP output in a Douglas-fir stand at the Speulderbos forest site, The Netherlands. The results show that GPP and NPP are highly sensitive to the following parameters: fraction of leaf nitrogen in Rubisco, the ratio of fine root carbon to leaf carbon, the ratio of carbon to nitrogen in leaf and fine root, the leaf and fine root turnover, the water interception coefficient and soil depth. GPP and NPP are particularly sensitive to the ratio of fine root carbon to leaf carbon that is responsible for leaf area index development. The study concludes that a VBSA analysis provides a reliable and useful approach for a sensitivity analysis of process-based simulators with a complicated structure in the parameters.

Keywords: Process-based simulator, BIOME-BGC, gross and net primary production, sensitivity analysis
2.1 Introduction

Forest gross and net primary production (GPP and NPP) are crucial measures of vegetation dynamics, as they determine carbon storage and biomass. Knowledge of these carbon fluxes is indispensable for understanding the ecology of forests. GPP refers to the total photosynthesis of a stand (Farquhar et al., 1980), expressed either as moles or as mass of gross CO\textsubscript{2} uptake per unit of soil surface and per unit of time. A part of the energy stored through photosynthesis is lost by plant respiration, leading to the emission of CO\textsubscript{2}. The difference between GPP and plant respiration is referred to as NPP. Their behaviour over time thus reflects key processes in soil, plants and atmosphere interactions (Jung et al., 2008). Forest play an important role in global carbon cycle by controlling atmospheric CO\textsubscript{2} level via the process of photosynthesis. The global database of forest carbon budget developed by Luyssaert et al. (2007) summarized the GPP and NPP across forest biomes, which shows GPP ranges from 900 to 4000 gC m\textsuperscript{-2} yr\textsuperscript{-1} and NPP from 270 to 900 gC m\textsuperscript{-2} yr\textsuperscript{-1} with the highest value and uncertainty by tropical humid evergreen forest. Verma et al. (2013) showed the variation of GPP from 1023 to 2240 gC m\textsuperscript{-2} yr\textsuperscript{-1} across biomes with the highest uncertainty of 913 and 592 gC m\textsuperscript{-2} yr\textsuperscript{-1} by evergreen broadleaf and needleleaf forest respectively. Accurate quantification of GPP and NPP is always necessary for studying the carbon cycle.

Different models are available to estimate the GPP and NPP of forest ecosystems. First, regression models are based on empirically derived statistical relationships between the biometric parameters such as height and volume of trees and production (Tatarinov and Cienciala, 2006). Second, light use efficiency (LUE) models estimate GPP as the product of the radiation flux absorbed by the plant canopy as the main driver of photosynthesis and a term accounting for the conversion efficiency of absorbed radiation into organic matter (Ruimy et al., 1994; Running et al., 2004) that is usually calibrated against flux tower measurements. Because of this calibration against actual conditions, regression and LUE models do not incorporate changes due to forest growth, mortality, fires or other critical ecological processes. The third type of models, process-based simulators (PBS), simulate these processes, keeping account of carbon, nutrient and water stocks, and simulate state variables such as LAI that would otherwise be parameters. With a PBS, one could anticipate ecosystem activity including GPP and NPP by simulating different physiological plant responses to climatic conditions, atmospheric properties and plant structures, provided that they are well parameterized.

PBS's require input parameters that describe vegetation physiological and morphological characteristics. Implementation of PBS for specific sites is difficult due to the large number of parameters for plants and soil. This difficulty arises due to the incomplete knowledge of site specific input parameters for the occurring species. Therefore, values for those parameters are often taken from the literature. Uncertainty in these inputs leads to uncertainty in the simulated production, making calibration to measured GPP and NPP necessary. Calibration of a PBS is often computationally demanding, because it includes the optimization of several input parameters.
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It may not be necessary to calibrate all parameters, as some output variables may be independent of some specific parameters. Calibration can thus be simplified by first identifying the most influential parameters by means of a sensitivity analysis.

BIOME-BGC is a widely employed PBS to simulate carbon, water and nitrogen fluxes (Thornton, 1998; Thornton et al., 2002). BIOME-BGC requires 39 ecophysiological parameters, each having a different degree of influence on the simulated productivity. White et al. (2000) conducted a one-at-a-time (OAT) sensitivity analysis on BIOME-BGC for major natural temperate biomes in the USA. They tested sensitivity of simulated annual NPP to variation in parameter level of ±20% from the mean value. Variation in leaf and fine root C:N ratio and fraction of leaf nitrogen in Rubisco affected strongly the simulated NPP. Tatarinov and Cienciala (2006) reassessed the sensitivity as an OAT analysis of BIOME-BGC ecophysiological parameters (with ±10% variation from mean) to simulated NPP of major tree species in central Europe. They found that the effect of leaf C:N ratio was different for different species, whereas White et al. (2000) found that NPP decreased with increasing leaf C:N ratio for all woody biomes. The effect of the new stem carbon to new leaf carbon allocation ratio on NPP was also reported by Tatarinov and Cienciala (2006), but it was not observed by White et al. (2000). These studies suggest that results of a sensitivity analysis may vary according to specific species and region. This may also affect the choice of influencing parameters to be optimized in the calibration procedure of BIOME-BGC for specific species in different environmental and site conditions.

OAT has two key limitations. First, it is a local sensitivity analysis (LSA) and it is thus only informative at the base point where it is computed and does not provide information over the rest of the input parameter space. This is contrast to a global sensitivity analysis (GSA) that quantifies the sensitivity over the whole input space and allows evaluation of interactions among the inputs (Saltelli et al., 2000). Second, it is not valid if the PBS output is non-linear or non-monotonic (Saltelli et al., 2008). BIOME-BGC, for example, shows a non-linear dependence between simulated fluxes (such as GPP) and the input parameters (Wang et al., 2001). Variance based sensitivity analysis (VBSA) is a form of GSA that quantifies the sensitivity of a model output for a given set of probability distributions over the model inputs (Saltelli et al., 2000, 2008). Such an analysis allows identification of the most influential input parameters and provides insight into the model function (Hamm et al., 2006; Saltelli et al., 2008; Odongo et al., 2013).

In this study, we applied VBSA to the simulation of GPP and NPP using BIOME-BGC for Douglas fir (*Pseudotsuga menziesii*) at the Speulderbos forest site, The Netherlands. Our objectives were to identify the sensitivity of BIOME-BGC to the input parameters and to use this knowledge to gain insight into the simulator function. This information is of value for subsequent studies concerned with the calibration of BIOME-BGC and for making decisions about which parameters to target in a field campaign.
2.2 Study area

The Speulderbos forest is located at 52°15'08" N, 05°41'25" E within a large forested area in the Netherlands. A flux tower is placed within a dense 2.5 ha Douglas fir stand planted in 1962. The tree density at Speulderbos varies between 765 trees ha\(^{-1}\) in the eastern part of the stand to 812 in the west, with a mean tree height of 18 m in 1989, 22 m in 1993 and approximately 30-32 m in 2006 (Steingrover and Jans, 1994; Su et al., 2009). The single-sided leaf area index (LAI) varies between 8 and 11 throughout the year. These LAI values were estimated from allometric relationships, established for different crown levels from destructive sampling in the period 1989-1994 (Steingrover and Jans, 1994). The values agreed with optical (LAI2000) estimates in 1992 after accounting for a needle-shoot ratio of 1.7 (Steingrover and Jans, 1994). The topography is slightly undulating with height variations of 10 to 20 m within distances of 1000 m. Dominant species in the neighbourhood of the Douglas fir stand are Japanese Lark (Larix kaempferi), Beech (Fagus sylvatica), Scots Pine (Pinus sylvestris) and Hemlock (Tsuga spp). At a distance of 1500 m east from the tower the forest is bordered by a large heather area. In all other directions the vegetation consists of forest for distances of several kilometres. The soil at Speulderbos is a Haplic Podzol which is well drained with textures ranging from fine sand to sandy loam consisting of ice-pushed fluviatile deposits (van Wijk et al., 2001).

2.3 Methodology

Fig. 2.1 represents the adopted methodology for the sensitivity analysis of BIOME-BGC for GPP and NPP. Details are given in the subsequent sections.

2.3.1 BIOME-BGC

BIOME-BGC simulates carbon, water and nitrogen fluxes within the vegetation, litter and soil compartment of terrestrial ecosystem with a daily time steps (Running and Hunt, 1993; Thornton et al., 2002). It was developed originally for biomes. Species are not defined explicitly, although species-specific physiological characterization are reported extensively (White et al., 2000; Hessl et al., 2004). BIOME-BGC has been used to simulate fluxes of particular species: e.g. boreal black spruce (Bond-Lamberty et al., 2005), Norway spruce, Scots pine, common beech and oak (Tatarinov and Cienciala, 2006). BIOME-BGC generates output per square metre of a horizontally projected area and can be extended to the regional scale. Maximum physical boundaries of the simulation are defined by this horizontally projected area as well as the vertical extent of the canopy and its rooting system (Trusilova et al., 2009). The carbon budget simulated by BIOME-BGC includes all forest production output variables such as gross primary production (GPP), net primary production(NPP), net ecosystem production (NEP), and net ecosystem exchange (NEE). NEP is the difference between NPP and the carbon loss by heterotrophic respiration, which is estimated as a proportion
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Range of values of ecophysiological parameters for Speulderbos site
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Figure 2.1 Variance based sensitivity analysis of BIOME-BGC simulated GPP and NPP to its input parameters.
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of prescribed soil and litter carbon pool. NEE is the difference between NEP and the carbon loss by fire. BIOME-BGC uses the Farquhar biochemical model to estimate GPP (Farquhar et al., 1980; Thornton et al., 2002). This is estimated independently for the sunlit and shaded canopy fractions. Final GPP is the sum of these two fractions. GPP is a function of temperature, vapour pressure deficit, soil water content, solar radiation, atmospheric CO\textsubscript{2} concentration, LAI and leaf nitrogen concentration (Churkina and Running, 1998). Maintenance respiration is calculated as a function of leaf and root nitrogen concentration and tissue temperature. Growth respiration is the proportion of total new carbon allocated to growth. NPP is the difference between GPP and the sum of growth and maintenance respiration. There are two options for running BIOME-BGC: (1) spin-up simulation to achieve steady state condition of soil carbon and nitrogen pools under given climatic and site condition; (2) normal simulation to run BIOME-BGC using specific periods of meteorological data, CO\textsubscript{2} concentration and nitrogen deposition.

In this study, the spin-up simulation of BIOME-BGC version 4.2 was performed. For Speulderbos, BIOME-BGC reached the steady state condition in the maximum spin-up period of 3000 years. Normal simulation was then started with the steady state soil carbon and nitrogen pools. BIOME-BGC was run for four years (2007-2010) for Douglas fir using daily meteorological
2.3. Methodology

Table 2.1  Speulderbos site characteristics. The last column indicates the values of the input data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective soil depth</td>
<td>m</td>
<td>0.4 - 2</td>
</tr>
<tr>
<td>Soil sand percentage</td>
<td>%</td>
<td>94</td>
</tr>
<tr>
<td>Soil silt percentage</td>
<td>%</td>
<td>4</td>
</tr>
<tr>
<td>Soil clay percentage</td>
<td>%</td>
<td>2</td>
</tr>
<tr>
<td>Elevation</td>
<td>m</td>
<td>52</td>
</tr>
<tr>
<td>Latitude</td>
<td>degree</td>
<td>52.25225</td>
</tr>
<tr>
<td>Shortwave albedo</td>
<td>DIM</td>
<td>0.13</td>
</tr>
<tr>
<td>Wet+dry atmospheric deposition of N</td>
<td>kg N m(^{-2}) yr(^{-1})</td>
<td>0.005</td>
</tr>
<tr>
<td>Symbiotic+asymbiotic fixation of N</td>
<td>kg N m(^{-2}) yr(^{-1})</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Data at Speulderbos. Douglas fir is categorized as evergreen needleleaf forest within BIOME-BGC.

2.3.2 BIOME-BGC inputs

Three groups of input data are required by BIOME-BGC, as follows:

1. Site characteristics. Table 2.1 gives the site characteristics used to run BIOME-BGC. Soil texture (percentage of sand, silt and clay), elevation, latitude and albedo were taken from the database of the Eagle 2006 field campaign (Su et al., 2009). Measurements of the wet and dry atmospheric deposition of nitrogen were carried out in 1995 (Simpson et al., 2006). The nitrogen input to the soil by fixation was found to be small (0.0001 kg N m\(^{-2}\) yr\(^{-1}\)) and almost constant at European forest sites (Sutton and Reis, 2011). We have fixed N-fixation at this value. The effective soil depth, hereafter referred as soil depth, defines the vegetation rooting depth and determines the maximum amount of soil water available for evapotranspiration. It affects the leaf scale conductance of CO\(_2\) and thus GPP and NPP, by controlling the soil leaf water potential. As a result, uncertainty associated with the soil depth may produce uncertainty in the simulated GPP and NPP. Table 2.1 shows the range of soil depth at Speulderbos, which was taken from the literature (see Sect. 2.3.4). We therefore treat soil depth as an input parameter.

2. Meteorological variables. Daily meteorological data were collected during 2007 to 2010 from the flux tower situated in the Douglas fir plantation at Speulderbos. This includes daily observations of minimum and maximum temperature, precipitation, shortwave radiant flux density, vapour pressure deficit and daylength from sunrise to sunset. The daily observations were calculated from half hourly measurements. Meteorological variables impose the atmospheric constraint on the simulated forest productivity. Annual values (2007-2010) of ambient CO\(_2\) concentration were also provided as an input. This was calculated as
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the mean of daily ambient CO₂ concentration measured at the flux tower.

3. Ecophysiological parameters. The ecophysiology of vegetation type is described by constant input parameters. Some parameters control the allocation of photosynthetically accumulated carbon to leaf, stems and root pools (White et al., 2000). Carbon to nitrogen ratio (C:N) defines the nutrient requirements for new growth, plant respiration rates and photosynthetic capacity. Water interception, canopy radiation absorption, rates and limitations of leaf conductance and the rate of carbon assimilation are controlled by several parameters. The distribution of LAI at the leaf and canopy level is controlled by three morphological parameters. Table 2.2 lists the 35 ecophysiological parameters needed to run BIOME-BGC for evergreen needleleaf forest/species.

Table 2.2 Ecophysiological parameters needed to run BIOME-BGC for evergreen needleleaf forests.

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameters</th>
<th>Symbol</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Leaf and fine root turnover</td>
<td>LFRT</td>
<td>1 yr⁻¹</td>
</tr>
<tr>
<td>2</td>
<td>Annual live wood turnover fraction</td>
<td>LWT</td>
<td>1 yr⁻¹</td>
</tr>
<tr>
<td>3</td>
<td>Annual whole-plant mortality fraction</td>
<td>WPM</td>
<td>1 yr⁻¹</td>
</tr>
<tr>
<td>4</td>
<td>Annual fire mortality fraction</td>
<td>FM</td>
<td>1 yr⁻¹</td>
</tr>
<tr>
<td>5</td>
<td>new fine root C : new leaf C</td>
<td>FRC:LC</td>
<td>kg C (kg C)⁻¹</td>
</tr>
<tr>
<td>6</td>
<td>new stem C : new leaf C</td>
<td>SC:LC</td>
<td>kg C (kg C)⁻¹</td>
</tr>
<tr>
<td>7</td>
<td>new live wood C : new total wood C</td>
<td>LWC:TWC</td>
<td>kg C (kg C)⁻¹</td>
</tr>
<tr>
<td>8</td>
<td>new croot C : new stem C</td>
<td>CRC:SC</td>
<td>kg C (kg C)⁻¹</td>
</tr>
<tr>
<td>9</td>
<td>Current growth proportion</td>
<td>CGP</td>
<td>Prop.</td>
</tr>
<tr>
<td>10</td>
<td>C:N of leaves</td>
<td>C:N_leaf</td>
<td>kg C (kg N)⁻¹</td>
</tr>
<tr>
<td>11</td>
<td>C:N of leaf litter, after retranslocation</td>
<td>C:N_lit</td>
<td>kg C (kg N)⁻¹</td>
</tr>
<tr>
<td>12</td>
<td>C:N of fine roots</td>
<td>C:N_fr</td>
<td>kg C (kg N)⁻¹</td>
</tr>
<tr>
<td>13</td>
<td>C:N of live wood</td>
<td>C:N_dw</td>
<td>kg C (kg N)⁻¹</td>
</tr>
<tr>
<td>14</td>
<td>C:N of dead wood</td>
<td>C:N_d</td>
<td>kg C (kg N)⁻¹</td>
</tr>
<tr>
<td>15</td>
<td>Leaf litter labile proportion</td>
<td>L_lab</td>
<td>%</td>
</tr>
<tr>
<td>16</td>
<td>Leaf litter cellulose proportion</td>
<td>L cellulose</td>
<td>%</td>
</tr>
<tr>
<td>17</td>
<td>Leaf litter lignin proportion</td>
<td>L lignin</td>
<td>%</td>
</tr>
<tr>
<td>18</td>
<td>Fine root labile proportion</td>
<td>FRLab</td>
<td>%</td>
</tr>
<tr>
<td>19</td>
<td>Fine root cellulose proportion</td>
<td>FRセル</td>
<td>%</td>
</tr>
<tr>
<td>20</td>
<td>Fine root lignin proportion</td>
<td>FR_lignin</td>
<td>%</td>
</tr>
<tr>
<td>21</td>
<td>Dead wood cellulose proportion</td>
<td>DW cellulose</td>
<td>%</td>
</tr>
<tr>
<td>22</td>
<td>Dead wood lignin proportion</td>
<td>DW lignin</td>
<td>%</td>
</tr>
<tr>
<td>23</td>
<td>Canopy water interception coefficient</td>
<td>W int</td>
<td>1 LAI⁻¹ day⁻¹</td>
</tr>
<tr>
<td>24</td>
<td>Canopy light extinction coefficient</td>
<td>k</td>
<td>Unitless</td>
</tr>
<tr>
<td>25</td>
<td>All-sided to projected leaf area ratio</td>
<td>LAI_all:proj</td>
<td>LAI LAI⁻¹</td>
</tr>
<tr>
<td>26</td>
<td>Canopy average specific leaf area</td>
<td>SLA</td>
<td>m² (kg C)⁻¹</td>
</tr>
<tr>
<td>27</td>
<td>Ratio of shaded SLA:sunlit SLA</td>
<td>SLA_sh:la:sun</td>
<td>SLA SLA⁻¹</td>
</tr>
<tr>
<td>28</td>
<td>Fraction of leaf N in Rubisco</td>
<td>FLNR</td>
<td>Unitless</td>
</tr>
<tr>
<td>29</td>
<td>Maximum stomatal conductance</td>
<td>gmax</td>
<td>m s⁻¹</td>
</tr>
<tr>
<td>30</td>
<td>Cuticular conductance</td>
<td>g cut</td>
<td>m s⁻¹</td>
</tr>
<tr>
<td>31</td>
<td>Boundary layer conductance</td>
<td>g bl</td>
<td>m s⁻¹</td>
</tr>
<tr>
<td>32</td>
<td>Leaf water potential: start of conductance reduction</td>
<td>LWP s</td>
<td>Mpa</td>
</tr>
<tr>
<td>33</td>
<td>Leaf water potential: complete conductance reduction</td>
<td>LWP f</td>
<td>Mpa</td>
</tr>
<tr>
<td>34</td>
<td>Vapor pressure deficit: start of conductance reduction</td>
<td>VPD s</td>
<td>Pa</td>
</tr>
<tr>
<td>35</td>
<td>Vapor pressure deficit: complete conductance reduction</td>
<td>VPD f</td>
<td>Pa</td>
</tr>
</tbody>
</table>
2.3. Methodology

2.3.3 Theory of variance-based sensitivity analysis (VBSA)

An output $Y$ of a simulator can be written as a function of its input parameters $X$

$$Y = f(X) = f(X_1, X_2, ..., X_n) \quad (2.1)$$

where each input parameter $X_i (i=1,2,...,n)$ has a range of variation showing its uncertainty. The uncertainty in a given output can be expressed as the unconditional variance, $V_Y$. VBSA aims at decomposition of this uncertainty into components which can be attributed to each input $X_i$. $V_Y$ is:

$$V_Y = \sum_i V_i + \sum_i \sum_{j>i} V_{ij} + \sum_i \sum_{j>i} \sum_{k>j} V_{ijk} + ... + V_{1,2,3,...,n} \quad (2.2)$$

where

$$V_i = V[E(Y|X_i = x_i^*)]. \quad (2.3)$$

$$V_{ij} = V[E(Y|X_i = x_i^*, X_j = x_j^*)] - V_i - V_j. \quad (2.4)$$

$$V_{ijk} = V[E(Y|X_i = x_i^*, X_j = x_j^*, X_k = x_k^*)] - V_i - V_j - V_k. \quad (2.5)$$

$V_i$ is the variance of the conditional expectation (VCE) of $Y$ given that the $i^{th}$ input $X_i$ has a fixed value $x_i^*$. $V_{ij}$ is the VCE of $Y$ given that $i^{th}$ input $X_i$ has a fixed value $x_i^*$ and $j^{th}$ input $X_j$ has a fixed value $x_j^*$. $V_{ijk}$ is the VCE of $Y$ given that the inputs $X_i$, $X_j$, and $X_k$ have fixed value $x_i^*$, $x_j^*$, and $x_k^*$ respectively.

The first order sensitivity index, $S_i$, for $X_i$ is given as,

$$S_i = \frac{V_i}{V_Y}. \quad (2.6)$$

where $S_i$ is the main effect of $X_i$ on $V_Y$. This quantifies the effect of varying $X_i$ alone, but averaged over variation in other input parameters. The value of $S_i$ is between 0 and 1. A high value signals an important input parameter. The second and third order sensitivity indices are obtained by dividing Eqs. 2.4 and 2.5 by $V_Y$ respectively. The second order index quantifies the effect of interaction between pairs of input parameters on $Y$. The third order index quantifies the effect of interaction between the combinations of three input parameters on $Y$.

The total effect sensitivity index was introduced by Homma and Saltelli (1996):

$$S_{iT} = 1 - \frac{V[E(Y|X_j = x_j^*)]}{V_Y}. \quad (2.7)$$
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where $X_i$ denotes all of the input parameters other than $X_i$. $S_{IT}$ denotes the total effect of $X_i$, which includes the fraction of variance accounted for $X_i$ alone and the fraction accounted by any combination of $X_i$ with the remaining parameters. Input parameters with small first order indices but high total effect sensitivity indices affect the simulator output $Y$ mainly through interactions. This study calculated only first and total order indices. The VBSA approach requires $N \times (2n + 2)$ executions of the simulator to compute the $S_i$ and $S_{IT}$ (Eqs. 2.6 and 2.7), where $N$ is a base sample (see Sect. 2.4.2).

We used the method of Sobol’ (1993) to calculate sensitivity indices. This provides a numerically efficient Monte Carlo sampling scheme for the calculation of first and total order indices. For example, $V[\mathbb{E}(Y|X_i = x_i^*)]$ is calculated by using a set of Monte Carlo points to estimate the expectation for a fixed value of $X_i$ and this procedure is repeated many times for different $X_i$ values to estimate the variance. A brief description is provided by Hamm et al. (2006) with more detail provided by Saltelli et al. (2008).

2.3.4 Sensitivity analysis on BIOME-BGC

We considered initially 29 ecophysiological parameters (discussed further in this section) out of 35 (Table 2.2) as well as the soil depth for the sensitivity analysis. The large number of ecophysiological parameters makes VBSA computationally expensive. A common approach is to screen first the most influential parameters using the Morris method (Saltelli et al., 2008) and then considering only screened parameters in VBSA by fixing other input parameters in advance. Morris method belongs to the class of one-at-a-time sensitivity analysis, which requires few hundred runs (Sect. 2.3.4.2) compared to several thousand for VBSA (Sect. 2.4.2). The detailed explanation of the Morris method is provided in Appendix C. We used the Morris method to identify a short list of ecophysiological parameters that were influential for GPP and NPP. These parameters were then included in VBSA. The input sample space, for both Morris and VBSA, came from the knowledge of uncertainty in the simulator inputs. These are characterized by probability distribution functions (pdf). Hence acquiring the pdf for each input parameter is the first step for both Morris and VBSA. In this study, we defined the pdf of each ecophysiological parameters and the soil depth. Note that two meanings of the word “parameter” are used in this study. Soil depth and the ecophysiological parameters are the BIOME-BGC input parameters. The term pdf parameters indicates the parameters of the pdf of each input parameter. For example, if an input parameter follows the normal distribution, the mean and standard deviation are the pdf parameters.

2.3.4.1 Uncertainty in BIOME-BGC input parameters

We compiled information on uncertainty in each input parameter (Table 2.3) for Douglas fir, which is a type of evergreen needleleaf forest. Variability of seven input parameters C:N_{leaf}, C:N_{lit}, W_{int}, k, FLNR, $g_{smax}$ and $g_{bl}$ were obtained from the Douglas fir data at the Speulderbos site (Appendix A).
Variability of SLA was obtained from data provided by Dr. J.-C. Domec from the Department of Forestry and Environmental resources, North Carolina State University, USA, which were collected for 36-year old Douglas firs at the H.J. Andrews Experimental Forest within the Willamette national forest (Domec et al., 2012). We further used the variability of SLA to obtain the variability of fraction of leaf N in Rubisco (FLNR) at the Speulderbos site using Eq. A2.3. Variability of other input parameters was taken from White et al. (2000) and the United States department of Agriculture database (Hessl et al., 2004). The references cited in White et al. (2000) and Hessl et al. (2004) were also used. Other literature was also used to identify the variability of the input parameters (Table 2.3), which was obtained using a Web of Science search with keywords: Speulderbos, Douglas fir, *Pseudotsuga menziesii*, and individual input parameter names. The results obtained from via the literature search are provided in Appendix B. If variability of a particular input parameter was not available, we used either the variability for evergreen needleleaf forest or that for the relevant biome reported by White et al. (2000). The following procedures were followed to define the pdf of each input parameter.

(A) A normality test was conducted for seven input parameters calculated for the Douglas fir at Speulderbos (Appendix A) and for SLA. This test was supported by visual examination of the quantile-quantile (Q-Q) and box plot and quantitative interpretation using the calculation of skewness and kurtosis. Those input parameters were assumed to follow a normal distribution if both visual and quantitative evaluation supported it. If this was not the case, an assessment was made to define the family of pdf which best represented the data. Maximum likelihood estimates (MLE) were used to estimate the pdf parameters. The plausibility of the normal pdf was tested by the Shapiro-Wilk (SW) and Anderson-Darling (AD) normality tests. Whereas the plausibility of other pdfs were tested by the Kolmogornov-Smirnov (KS) goodness-of-fit test.

(B) Tiktak and Bouten (1990) suggested the extrapolation of Douglas fir root length to a depth of 2 m at Speulderbos. Tiktak and Bouten (1994) reported that almost 90% of the Douglas fir root length is situated in the top soil to a depth of 0.4 m. The root biomass distribution was also found to a depth of 1.3 m (Reyer et al., 2010). Hence, we had only three values for soil depth variability, which were not sufficient to fit the pdf. Therefore, we used uniform distribution with a minimum value at 0.4 m and a maximum value at 2 m.

(C) For some input parameters, we obtained information on the mean ($\mu$) and standard deviation ($\sigma$) from the literature. However, the family of the pdf was not defined. A normal pdf was assumed for these input parameters. Where more than one citation of $\mu$ and $\sigma$ was available for a input parameter, we chose the one with largest $\sigma$.

(D) For some input parameters only single values were reported. Therefore, a uniform pdf was assumed between the minimum and maximum values reported in the literature.
A uniform pdf was assumed for those input parameters, which were taken from White et al. (2000) and for which only a single biome specific value was reported. The maximum and minimum limit of the uniform pdf was obtained by varying reported single value by ±50%. These limits were selected because values larger than ±50% made the minimum limit of the biome specific input parameters close to zero or negative, which is unacceptable. The value of 0.7 was reported for the biome specific annual live wood turnover fraction (LWT) parameter. The variation of ±50% makes the maximum limit of LWT greater than 1, which should not be the case because the maximum value of LWT can only be 1 (that means all woods are replaced annually). Therefore, the variation of ±25% was chosen for LWT.

The column “Procedure” in Table 2.3 indicates which of A to E was adopted for each input parameter. The details of pdf selection of each input parameter is provided in Appendix B.

Five input parameters (C:N_{lw}, L_{lab}, FR_{lab}, D_{cel}, and g_{cut}) were calculated from other input parameters (Table 2.3) as suggested by White et al. (2000). Therefore these were not included in the sensitivity analysis. In recent years there is no evidence of fire at Speulderbos. The fire mortality parameter was therefore set to zero (FM=0). However, fire would be expected during the spin-up period of 3000 years (Thornton and Rosenbloom, 2005). Since there is no possibility to separate the spin-up and normal (4-year) simulation, a check was performed to evaluate whether changing the FM parameter would affect the experimental results. The simulations were therefore re-run with FM=0.005 (the default value for evergreen needleleaf forest). This led to a change of less than 1% in the simulated GPP and NPP values and did not lead to any change in the interpretation of the experimental results. FM is therefore not included in the sensitivity analysis. Therefore, 30 input parameters (29 ecophysiological parameters and the soil depth) were considered in the Morris method.

### 2.3.4.2 Implementation of sensitivity analysis on BIOME-BGC

The Morris method operates on $p$ level of quantile of distribution and $r$ number of calculation of elementary effects (Appendix C). The number of simulator executions is $r \times (n+1)$ for $n$ input parameters. The choice of $p = 4$ and $r = 10$ followed Saltelli et al. (2008). This resulted in 310 ($r \times (n+1)$) BIOME-BGC executions to calculate the Morris index, $\mu_i, i = 1, 2, ..., n$ (Eq. C2.2) for 30 input parameters, a number that is substantially less than that ($N \times (2n + 2)$) required by the Sobol’ approach. The number of BIOME-BGC executions for VBSA is given in the result Sect. 2.4.2.

The sample space of the input parameters, for both Morris and VBSA, was generated in SIMLAB version 2.2 (Saltelli et al., 2008) using defined pdfs (Table 2.3). The result was then exported from SIMLAB and reformatted to allow sequential simulator executions of BIOME-BGC version 4.2 on a Windows 7 system. For each input parameter vector, the BIOME-BGC was run for four years (2007-2010) to simulate daily value of GPP and NPP. The annual mean GPP and NPP for each year was then calculated by the
### Table 2.3  Distribution of BIOME-BGC input parameters for Douglas-fir. The first column shows the symbol of input parameters as given in Table 2.2. The input parameters highlighted in bold were included in the variance-based sensitivity analysis experiment. Procedure indicates the procedure A to E used to obtain probability density function (pdf). See Sect. 2.3.4.1 for details. ENF - Evergreen needleleaf forest.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Source</th>
<th>Procedure</th>
<th>pdf</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFRT</td>
<td>White et al. (2000); Hessl et al. (2004)</td>
<td>D Uniform</td>
<td>$\alpha = 0.196$, $\beta = 0.5$</td>
<td></td>
</tr>
<tr>
<td>FM</td>
<td>Set to zero for Speulderbos site</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FRC:LC</td>
<td>White et al. (2000); Hessl et al. (2004)</td>
<td>D Uniform</td>
<td>$\alpha = 0.78$, $\beta = 3.5$</td>
<td></td>
</tr>
<tr>
<td>SC:LC</td>
<td>White et al. (2000); Hessl et al. (2004)</td>
<td>D Uniform</td>
<td>$\alpha = 0.96$, $\beta = 5.32$</td>
<td></td>
</tr>
<tr>
<td>CRC:SC</td>
<td>White et al. (2000); Hessl et al. (2004)</td>
<td>Uniform</td>
<td>$\alpha = 0.151$, $\beta = 0.472$</td>
<td></td>
</tr>
<tr>
<td>C:Nleaf</td>
<td>Speulderbos site data</td>
<td>A Normal</td>
<td>$\mu = 26.7$, $\sigma = 3.731$</td>
<td></td>
</tr>
<tr>
<td>C:Nlit</td>
<td>Speulderbos site data (Portillo-Estrada et al., 2013)</td>
<td>A Normal</td>
<td>$\mu = 31.625$, $\sigma = 3.27$</td>
<td></td>
</tr>
<tr>
<td>C:Nfr</td>
<td>Hobbie et al. (2010)</td>
<td>C Normal</td>
<td>$\mu = 54.8$, $\sigma = 11.628$</td>
<td></td>
</tr>
<tr>
<td>C:Nlw</td>
<td>White et al. (2000); Hessl et al. (2004)</td>
<td>D Uniform</td>
<td>$\alpha = 0.96$, $\beta = 0.472$</td>
<td></td>
</tr>
<tr>
<td>Llab</td>
<td>1-(Lcel + Llig)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lcel</td>
<td>Harmon et al. (1990)</td>
<td>C Normal</td>
<td>$\mu = 0.201$, $\sigma = 0.01$</td>
<td></td>
</tr>
<tr>
<td>Llig</td>
<td>Harmon et al. (1990)</td>
<td>C Normal</td>
<td>$\mu = 0.155$, $\sigma = 0.012$</td>
<td></td>
</tr>
<tr>
<td>DWcel</td>
<td>1-DWlig</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DWlig</td>
<td>Edmonds (1987)</td>
<td>C Normal</td>
<td>$\mu = 0.228$, $\sigma = 0.004$</td>
<td></td>
</tr>
<tr>
<td>Wint</td>
<td>Speulderbos site data (Klaassen et al., 1998)</td>
<td>A Normal</td>
<td>$\mu = 0.04$, $\sigma = 0.02$</td>
<td></td>
</tr>
<tr>
<td>k</td>
<td>Speulderbos site data (Mustafa, 2012)</td>
<td>A Normal</td>
<td>$\mu = 0.453$, $\sigma = 0.071$</td>
<td></td>
</tr>
<tr>
<td>SLA</td>
<td>D Domec et al. (2012)</td>
<td>A Normal</td>
<td>$\mu = 14.65$, $\sigma = 1.94$</td>
<td></td>
</tr>
<tr>
<td>FLNR</td>
<td>Speulderbos site data (Dekker, 2000; Domec et al., 2012; White et al., 2000)</td>
<td>A Beta</td>
<td>$\alpha = 25.64$, $\beta = 756.28$</td>
<td></td>
</tr>
<tr>
<td>gmax</td>
<td>Speulderbos site data (van Wijk et al., 2000)</td>
<td>Normal</td>
<td>$\mu = 0.0051$, $\sigma = 0.0009$</td>
<td></td>
</tr>
<tr>
<td>gcut</td>
<td>assigned 1/100th of gmax</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>gbl</td>
<td>Speulderbos site data (Duyzer et al., 2004; Nobel, 2009)</td>
<td>A Log-normal</td>
<td>$\mu = -2.604$, $\sigma = 0.164$</td>
<td></td>
</tr>
<tr>
<td>ENF</td>
<td>White et al. (2000)</td>
<td>D Uniform</td>
<td>$\alpha = 0.056$, $\beta = 0.1$</td>
<td></td>
</tr>
<tr>
<td>LWC:TWC</td>
<td>White et al. (2000)</td>
<td>E Uniform</td>
<td>$\alpha = 0.25$, $\beta = 0.75$</td>
<td></td>
</tr>
<tr>
<td>CGP</td>
<td>White et al. (2000)</td>
<td>E Uniform</td>
<td>$\alpha = 0.378$, $\beta = 0.495$</td>
<td></td>
</tr>
<tr>
<td>FRcel</td>
<td>White et al. (2000)</td>
<td>D Uniform</td>
<td>$\alpha = 0.095$, $\beta = 0.361$</td>
<td></td>
</tr>
<tr>
<td>FRlig</td>
<td>White et al. (2000)</td>
<td>D Uniform</td>
<td>$\alpha = 2.3$, $\beta = 3.14$</td>
<td></td>
</tr>
<tr>
<td>LWPi</td>
<td>White et al. (2000)</td>
<td>D Uniform</td>
<td>$\alpha = 0.0025$, $\beta = 0.0075$</td>
<td></td>
</tr>
<tr>
<td>LWPf</td>
<td>White et al. (2000)</td>
<td>D Uniform</td>
<td>$\alpha = 0.0025$, $\beta = 0.0075$</td>
<td></td>
</tr>
<tr>
<td>VPDi</td>
<td>White et al. (2000)</td>
<td>D Uniform</td>
<td>$\alpha = 1$, $\beta = 3$</td>
<td></td>
</tr>
<tr>
<td>BIOME</td>
<td>White et al. (2000)</td>
<td>E Uniform</td>
<td>$\alpha = 0.4$, $\beta = 4$</td>
<td></td>
</tr>
<tr>
<td>LWT</td>
<td>White et al. (2000)</td>
<td>E Uniform</td>
<td>$\alpha = 0.52$, $\beta = 0.875$</td>
<td></td>
</tr>
<tr>
<td>WPM</td>
<td>White et al. (2000)</td>
<td>E Uniform</td>
<td>$\alpha = 0.4$, $\beta = 4$</td>
<td></td>
</tr>
<tr>
<td>SLAshd:sun</td>
<td>White et al. (2000)</td>
<td>E Uniform</td>
<td>$\alpha = 0.4$, $\beta = 4$</td>
<td></td>
</tr>
</tbody>
</table>

EN - Evergreen needleleaf forest.
mean of daily simulated GPP and NPP respectively. These outputs were then arranged in a suitable format to read back into SIMLAB to calculate the sensitivity indices (Eqs. C2.2, 2.6, and 2.7). Each simulated output resulted in four values of each sensitivity index for each input parameter. Input parameters were initially short listed for GPP and NPP based on the Morrix index $\mu_i$. A very low threshold value of $\mu_i = 0.05$ was chosen for both GPP and NPP. Input parameters with $\mu_i \leq 0.05$ were considered to have negligible influence on GPP and NPP. This threshold was low enough in comparison to the most influential input parameters to justify exclusion from VBSA (Figs. C2.1 and C2.2). The choice of value 0.05 is in line with the choice of those suggested by Saltelli et al. (2008). Eight input parameters for GPP and ten for NPP had a Morris index $\mu_i$ below 0.05 for any simulated year (Figs. C2.1 and C2.2). The eight parameters that did not meet the low threshold for both GPP and NPP were excluded from the VBSA analysis, and fixed at their mean values. The remaining 22 parameters, highlighted in bold in Table 2.3, were included in the VBSA analysis.

BIOME-BGC imposes the condition that the C:N$_{lit}$ should always be greater than C:N$_{leaf}$. Morris and VBSA sampling may violate this condition. Therefore, if the C:N$_{lit}$ was found smaller than C:N$_{leaf}$ in any input parameter vector, the C:N$_{leaf}$ was assigned to C:N$_{lit}$.

### 2.3.4.3 Fine root carbon to leaf carbon (FRC:LC)

White et al. (2000) reported that the leaf area index (LAI) development in BIOME-BGC is photosynthetically limited by the fine root carbon consumption. This consumption is controlled by the FRC:LC parameter. Higher value of FRC:LC may produce plants with no LAI development and in turn no production. For sensitivity analysis, we assumed the uniform distribution on FRC:LC (point D of Sect. 2.3.4) for Douglas fir with lower and upper bound both taken from White et al. (2000) and Hessl et al. (2004). The lower bound was fixed at 0.78; however, a reasonable selection of upper bound for the Douglas fir at the Speulderbos site is required in view of LAI development with FRC:LC. This choice was made by the following steps.

1. Three values of FRC:LC (i.e., 6.85, 3.5 and 2.16) were selected as possible upper bound values from White et al. (2000) and Hessl et al. (2004).

2. BIOME-BGC was simulated for four years (2007-2010) for each FRC:LC value with other parameters fixed at their mean value. LAI did not develop for any year of simulation with FRC:LC = 6.85. This simulated Speulderbos with no production. Development of LAI was observed with FRC:LC value at 2.16 and 3.5. The value of 3.5 comes from a study site with loamy sand soil derived from a glacial outwash (Keyes and Grier, 1981; Hessl et al., 2004). This soil type is similar to that of Speulderbos (i.e., sandy loam consisting of ice-pushed fluviatile deposits) (van Wijk et al., 2001). In the view of LAI development and the soil type, the upper bound of FRC:LC at 3.5 was selected.
Seven values (excluding 6.85) of FRC:LC for Douglas fir were reported by White et al. (2000) and Hessl et al. (2004) with 50% taking values less than 1 and 50% taking values higher than 1. The distribution of FRC:LC should reflect this ratio as we are relying on the literature for FRC:LC. We therefore sampled from the uniform distribution between $\log_{10} 0.78$ and $\log_{10} 3.5$ and back transformed the values before running BIOME-BGC. This ensured a reasonable spread of values less than and greater than 1. Our results showed that LAI development was very sensitive to the FRC:LC value. Therefore, we also investigated the influence of changing the upper bound $\log_{10} 3.5$ to $\log_{10} 2.16$ on GPP and NPP in the VBSA experiment. The Morris experiment was conducted only with the uniform distribution of FRC:LC with upper bound at $\log_{10} 3.5$.

2.4 Results

2.4.1 Uncertainty in simulated GPP and NPP

We first examined the uncertainty in the simulator output that arises due to the uncertainty in the input, as obtained from VBSA. The uncertainty in the output is summarized by histograms and summary statistics. Because the uncertainty appeared similar for all years, we present histograms (Figs. 2.2a and 2.2b) and summary statistics for 2007 only (Table 2.4). The ranges of GPP and NPP were approximately 0-9 (Fig. 2.2a) and 0-4 (not shown) g C m$^{-2}$ d$^{-1}$ respectively. In a small proportion (2342 out of 47104 simulations), both GPP (Fig. 2.2a) and NPP (not shown) were zero, indicating that the forest had diminished during the spin-up of the simulator. The combination of parameter values that cause this, represent an unsustainable forest. A closer inspection revealed that this simulator behaviour can be attributed to the allocation parameter FRC:LC. The number of these cases dropped to 761 when the upper bound of FRC:LC from $\log_{10} 3.5$ to $\log_{10} 2.16$, but this did not affect the range of GPP (Fig. 2.2b) and NPP (not shown) for all simulations.

The range of GPP (0-9 g C m$^{-2}$ d$^{-1}$) obtained in this research are comparable to previous research undertaken at Speulderbos from 2002 to 2006 (Marcelis, 2011). The results of sensitivity analysis experiments presented here can, therefore, be considered realistic.

<table>
<thead>
<tr>
<th>FRC:LC $\sim U(\log_{10} 0.78, \log_{10} 3.5)$</th>
<th>FRC:LC $\sim U(\log_{10} 0.78, \log_{10} 2.16)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5th percentile</td>
<td>0.00</td>
</tr>
<tr>
<td>25th percentile</td>
<td>3.57</td>
</tr>
<tr>
<td>Mean</td>
<td>4.31</td>
</tr>
<tr>
<td>Median</td>
<td>4.53</td>
</tr>
<tr>
<td>75th percentile</td>
<td>5.39</td>
</tr>
<tr>
<td>95th percentile</td>
<td>6.68</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>1.70</td>
</tr>
</tbody>
</table>

Table 2.4 Summary statistics of BIOME-BGC simulated annual mean GPP and NPP (g C m$^{-2}$ d$^{-1}$) for 2007.
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Figure 2.2 Histograms of annual mean simulated GPP (g C m^{-2} d^{-1}) for year 2007 for two different distributions of FRC:LC.

2.4.2 Variance-based sensitivity analysis (VBSA)

We selected the number of BIOME-BGC iterations for VBSA based on the convergence of the first and total order sensitivity indices (Saltelli et al., 2008). We conducted preliminary VBSA experiments to test for convergence for the base sample N = 256, 512, 1024, and 2048. Because similar results were obtained for N=1024 and N=2048, N was fixed 1024, resulting in 47104 (N \times (2n + 2)) BIOME-BGC iterations for n = 22 (number of screened input parameters based on Morris method) for all subsequent experiments. The first and total order indices (S_i and S_{iT}) for an upper bound of FRC:LC = \log_{10} 3.5 and \log_{10} 2.16 are shown in Figs. 2.3 and 2.4. Those input parameters are not shown, whose both S_i and S_{iT} were approximately equal to zero.

GPP and NPP are consistently most sensitive to FLNR. This is apparent from the first order index. The total order indices show that GPP and NPP are highly sensitive to FLNR through interaction with other input parameters within BIOM-E-BGC. The second most influential parameter is FRC:LC, controlling GPP and NPP either directly or through interaction. LFRT influences GPP much more than NPP (S_i < 0.05) through interactions. The carbon to nitrogen ratios C:N_{leaf} and C:N_{fr} affected GPP and NPP through interaction rather than directly. SC:LC strongly influences GPP and NPP only through interactions. A considerable influence of W_{int} was observed on GPP and NPP. The first order and interaction effects of soil depth are similar for GPP and NPP. All other input parameters exhibited small (S_i and S_{iT} < 0.05) or negligible (S_i and S_{iT} \approx 0) main and interaction effect on GPP and NPP for any year of simulation.
2.4. Results

Figure 2.3 Sobol’ indices for annual mean GPP for FRC:LC $\sim U(\log_{10}0.78, \log_{10}3.5)$ (grey) and FRC:LC $\sim U(\log_{10}0.78, \log_{10}2.16)$ (blue). Symbols in y-axis indicate the ecophysiological parameters given in Table 2.2. SD is soil depth.

Figure 2.4 Sobol’ indices for annual mean NPP for FRC:LC $\sim U(\log_{10}0.78, \log_{10}3.5)$ (grey) and FRC:LC $\sim U(\log_{10}0.78, \log_{10}2.16)$ (blue). Other details as for Fig. 2.3.
2. Sensitivity analysis of process-based simulator BIOME-BGC

Decreasing the upper limit of FRC:LC from 3.5 to 2.16 reduces the sensitivity of GPP and NPP to FRC:LC both directly and through interactions, and increases the sensitivity indices of all other input parameters. This increase in sensitivity to the other input parameters is nearly proportional, such that the ranking of these input parameters in terms of sensitivity remains unchanged. For example, the dominance of FLNR remains after decreasing the upper limit of FRC:LC.

2.5 Discussion

2.5.1 Identification of uncertainty in input parameters

Although the use of site specific input parameter values is recommended (Thornton, 1998; Thornton et al., 2002), it is tedious and difficult to obtain site specific probability density functions of parameter values for two reasons: (1) the large number of input parameters, and (2) the fact that input parameters, in particular those related to allocation, are not directly observable. We obtained the distribution of site-specific values of seven ecophysiological parameters and the soil depth from data of earlier studies at the Speulderbos site. Reported measurements of leaf area index (LAI), although not an input parameter of BIOME-BGC, supported the estimation of several ecophysiological parameters (Appendix A).

2.5.2 Variance-based sensitivity analysis (VBSA)

The results of VBSA showed the highest direct influence, as indicated by the $S_i$, of FLNR on GPP and NPP. The FLNR parameter controls the carboxylation capacity $V_{cmax}$, which is the first step to fixation of atmospheric CO$_2$ by the ribulose-1,5-biphosphate protein. In BIOME-BGC, $V_{cmax}$ is a state variable rather than a parameter. The significance of $V_{cmax}$ has been recognized since its introduction (Farquhar et al., 1980), since it is an influential parameter with high spatial variability that is difficult to obtain (Houborg et al., 2012). It is therefore not surprising that FLNR exerts the strongest influence on GPP and NPP. The carbon to nitrogen ratio of leaves (C:N$_{leaf}$) also influences the GPP and NPP directly for the same reason: the fact that C:N$_{leaf}$ controls the nitrogen content of the sunlit and shaded leaf, which is further used in BIOME-BGC to estimate $V_{cmax}$. Our results indicate that only NPP is sensitive to carbon to nitrogen ratio of fine roots (C:N$_{fr}$). The relatively high sensitivity of NPP to this ratio is explained by the fact that it affects the allocation of nitrogen to roots and shoot, and hence the respiration flux (White et al., 2000). One would also expect a sensitivity of GPP, because GPP depends on the allocation of nitrogen to shoots. Our results do not show this sensitivity. Our results suggest that C:N$_{leaf}$ is the only parameter used to calculate leaf nitrogen content.

Direct influence of LFRT is observed on GPP, and an effect through interaction on NPP. The LFRT is calculated as the inverse of the leaf longevity (White et al., 2000). In their study of various tree species, Reich
et al. (1999) found that the leaf longevity is (weakly) inversely related to the net photosynthetic capacity. For BIOME-BGC this would imply a positive correlation between FLNR and LFRT. Quantification of this (and possibly other) correlation(s) between parameters could potentially constrain the simulator output to more realistic ranges for vegetation traits.

The input parameter $W_{\text{int}}$ determines the amount of precipitation intercepted by the canopy, which in turns controls the amount of precipitation infiltrating. The soil depth (SD) determines the volumetric water content in the soil as implemented in the BIOME-BGC code. Our results indicate that GPP and NPP are highly affected by these two parameters through the soil water content.

The allocation parameters in BIOME-BGC are used to allocate total assimilated carbon to different parts of the plant. The allocation parameters therefore have an indirect effect on GPP, mainly through the evolution of LAI. Our results revealed the influence of fine root carbon to leaf carbon (FRC:LC) is strong (second after FLNR when the upper limit was set to 3.5), probably due to the unrealistic values of zero GPP and NPP after the forest had disappeared. The first order sensitivity reduced substantially when the upper limit was reduced to 2.16 ($<0.05$), although the total order index ($S_T$) remained high for GPP. The histograms of GPP and NPP also indicate the importance of FRC:LC, where a decrease in the upper bound of FRC:LC decreases the number of simulations of BIOME-BGC with zero GPP and NPP. A careful selection of the value for FRC:LC is therefore required to avoid unrealistic simulations. Unfortunately, the exact role of FRC:LC in BIOME-BGC for carbon assimilation is not clearly documented and it is necessary to infer its role through sensitivity analysis or by scrutinizing the simulator code.

Previous one-at-a-time (OAT) sensitivity analyses of BIOME-BGC for NPP (White et al., 2000; Tatarinov and Cienciala, 2006) of evergreen needleleaf forest/species also highlighted the influence of FLNR, C:No_leaf, C:No_fr, LFRT and FRC:LC. This indicates that these parameters are consistently influential, independent of site or the type of sensitivity analysis.

A high interaction effect of the FLNR, LFRT, C:No_leaf, C:No_fr, $W_{\text{int}}$, and SD was observed in addition to their main or direct effect. The stem carbon to leaf carbon (SC:LC), showed a high interaction, but no first order effect. Further insight might be obtained by computing second and third order sensitivity indices, although this lay outside of the scope of our study.

In order to implement a sensitivity analysis it is necessary to specify the uncertainty on the input parameters. As discussed in Sect. 2.3.4.1, information on the uncertainty was obtained from site specific data and an extensive literature review. This is described in detail in Appendix B. Despite this, we were unable to obtain detailed information on the distribution of several parameters and in some cases only single values were available (Point D & E in Sect. 2.3.4.1 and Table 2.3). In such cases a wide uncertainty range was specified, in order to avoid underspecifying the uncertainty. The characterization of the uncertainty in the input parameters is the most extensive that has been published to date; however, this matter should be explored further in future research. In particular the impact of different
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uncertainty specifications on the output of the sensitivity analysis should be evaluated. The possibility of obtaining uncertainty specifications through expert elicitation (Oakley, 2002; Bastin et al., 2013) should also be explored.

Quantifying correlations between simulator inputs is recommended (Saltelli et al., 2008) in order to avoid the unrealistic combination of inputs in the VBSA sampling. This is neatly illustrated by Hamm et al. (2006). The correlation between input parameters was not included in this study due to a lack of site specific information on correlations, although site specific parameter values and distributions were selected as much as possible. Reported correlations between parameters refer mainly to biomes, leaf traits and species (Reich et al., 1999; Houborg et al., 2013), rather than for one species or site. There are two cases where information about correlations may be useful. First, some input parameter combinations caused the forest to disappear in the spin-up (Figs. 2.2a and 2.2b). Accounting for correlations typically restrict the input parameter space and may eliminate this problem. Second, we obtained realizations where $C_{\text{leaf}} > C_{\text{lit}}$, which is physically unrealistic and which conflicts with a condition of BIOME-BGC. There is no straightforward solution to this problem, because information about correlations is simply not provided in the literature. One possibility might be to obtain these through expert elicitation (Oakley, 2002; Bastin et al., 2013).

2.6 Conclusions

This study identified the uncertainty in the ecophysiological parameters of the process-based BIOME-BGC simulator in the form of probability density functions (pdf). The sensitivity analysis experiment carried out in the study identified the ecophysiological parameters that most influence simulated GPP and NPP. Earlier studies based on one-at-a-time (OAT) sensitivity analysis did not find a significant influence of water interception coefficient ($W_{\text{int}}$), but identified specific leaf area (SLA) and maximum stomatal conductance ($g_{\text{max}}$) as being influential. Sensitivity to these parameters was not found in our experiment. This emphasizes the importance of undertaking a global variance-based sensitivity analysis given the known limitations of OAT analyses. The Speulderbos forest was covered by a single species. The procedures applied in this study could serve to expand research towards other forests containing multiple species. For example, the study could be carried out for several species independently, followed by integration of the several results. Such research, however, is outside the scope of the current study. There is apparently also not a problem to repeat the study in a different area under similar conditions. Collection of necessary input information, however, may be more complicated than for the current site where the data have been systematically collected during the past decades. The study further assumed no changes in nitrogen over time, whereas it used yearly changing $CO_2$ values. The model would have allowed to also vary the nitrogen deposition level according to the reported $CO_2$ level. As we observed only a small variation (< 2%) in yearly $CO_2$ values during the years under investigation (2007-2010) we decided not to do so. It would have increased the complexity and the
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effects would most likely be negligible, also because of the short (4 years) time period. In summary, the study showed that our approach presented an efficient way of reducing the complexity of calibrating the BIOME-BGC simulator by considering only the key influential input parameters that were reported above. Calibration can be further supported by prior knowledge of the input parameters in the form of probability density functions.
2.7 Appendices

Appendix A: Calculation of Speulderbos site specific input parameters

(I) Carbon to nitrogen ratio of leaf (C:N_\text{leaf}): We calculated 252 values for C:N_\text{leaf} of as a ratio of C and N concentration of Douglas fir leaves, which were collected for three years (2008-2010) at Speulderbos.

(II) Carbon to nitrogen ratio of litter (C:N_\text{lit}): We extracted 38 values for Douglas fir C:N_\text{lit} from the Fig. 5 of Portillo-Estrada et al. (2013). This is based on the chemical analysis of Douglas fir litter collected for 43 months (June 2007 to December 2010) at Speulderbos.

(III) Canopy water interception coefficient (W_\text{int}): We extracted 30 values for interception (I) and precipitation (P) for all rain events (between May and Dec 1989) at Speulderbos from the Fig. 4 of Klaassen et al. (1998). The mean of minimum and maximum value of leaf area index (LAI) reported in Klaassen et al. (1998) was taken as mean LAI. The W_\text{int} for each rain event was calculated as

\[ W_\text{int} = \frac{I}{P \times \text{mean LAI}} \tag{A2.1} \]

(IV) Canopy light extinction coefficient (k): We calculated 104 values for k using the data of leaf area index (LAI) and transmittance (T), which were measured around solar noon from April, 2011 to June, 2011 at Speulderbos for Douglas fir species (Mustafa, 2012). The fish-eye photographs of Douglas fir canopy were taken by plant canopy imager, which were further processed by gap light analyser software to measure leaf area index (LAI) and T. These data were used in the Beer-Lambert equation (see below) to calculate k.

\[ k = \frac{\log T}{\text{LAI}} \tag{A2.2} \]

(V) Fraction of leaf N in Rubisco (FLNR): It was calculated by the following equation (White et al., 2000).

\[ \text{FLNR} = \frac{V_\text{cmax} \times \text{SLA} \times C:N_\text{leaf}}{I \times \text{act}} \tag{A2.3} \]

\[ V_\text{cmax} \] is the maximum rate of carboxylation (µmol CO₂ m⁻² s⁻¹), SLA is the specific leaf area, C:N_\text{leaf} is the leaf C:N ratio, I is the ratio of the mass of Rubisco to the mass of nitrogen in Rubisco [7.16], and act is the Rubisco activity at 25°C [60,000 µmol CO₂ kg Rubisco⁻¹ s⁻¹]. We calculated 2724 values for FLNR using: (a) mean value of \( V_\text{cmax} (= 36) \) for Douglas fir at Speulderbos (Dekker, 2000); (b) 12 values of SLA for Douglas fir (Domec et al., 2012); and (c) 252 values of C:N_\text{leaf} as mentioned above.
(VI) Needle maximum stomatal conductance ($g_{smax}$): We extracted 25 values for canopy maximum stomatal conductance ($G_{smax}$) for Douglas fir at Speulderbos from the Fig. 1 of van Wijk et al. (2000). The mean of minimum and maximum value of LAI reported in van Wijk et al. (2000) was taken as mean LAI. Each $G_{smax}$ was divided by mean LAI to get 25 values of $g_{smax}$.

(VII) Boundary layer conductance ($g_{bl}$): It was calculated as a ratio of diffusion constant of water vapor ($D = 2.27 \times 10^{-5}$ ms$^{-1}$ at 10$^\circ$C) and the thickness of boundary layer ($\delta_{bl}$) (Nobel, 2009).

$$g_{bl} = \frac{D}{\delta_{bl}}$$

(A2.4)

$\delta_{bl}$ was calculated as

$$\delta_{bl}(\text{mm}) = 4 \times \sqrt{\frac{L}{V}}$$

(A2.5)

$L$ (m) is the leaf length and $V$ (ms$^{-1}$) is the ambient wind velocity. We calculated 1460 values for $\delta_{bl}$ and then $g_{bl}$ using: (a) mean leaf length [0.02 m] of Douglas fir at Speulderbos (Duyzer et al., 2004); and (b) daily mean value of wind speed (2007 to 2010) measured at flux tower at Speulderbos.
Appendix B: Details of probability distribution function of each input parameter

We provide an excel file to give details of pdf (probability distribution function) selection of each input parameter. Each sheet of the excel file, excluding first and last sheet, includes the information on a BIOME-BGC ecophysiological parameter. The name of each sheet is chosen to reflect the symbol of a BIOME-BGC parameter. For example, the excel sheet C:N_leaf refers to C:N_{leaf} (the carbon to nitrogen ratio of leaf). The following information is provided in each excel sheet.

1. The values of the BIOME-BGC ecophysiological parameter with the source references are reported. The information from some sources is also provided under the column Remarks from the source paper.

2. The remarks written on the top of a sheet explain the probability density function (pdf) for the BIOME-BGC ecophysiological parameter.

3. The pdf parameters are provided. For example, minimum and maximum for a uniform pdf, and mean and standard deviation for a normal pdf.

The last sheet provides the theoretical basics of the normality test conducted for the BIOME-BGC parameters: carbon to nitrogen ratio of leaf and litter (C:N_{leaf} and C:N_{lit}), specific leaf area (SLA), water interception coefficient (W_{int}), light extinction coefficient (k), fraction of leaf N in Rubisco (FLNR), maximum stomatal conductance (g_{smax}), and boundary layer conductance (g_{bl}). The excel sheets corresponding to these BIOME-BGC ecophysiological parameters include the normality test results as well as the results of other fitted pdfs, if considered.

The excel file can be downloaded from this link. All references cited in the excel file can be found in the bibliography section of this thesis.
Appendix C: Morris sensitivity analysis

Theoretical background

The Morris method is a randomized OAT sensitivity analysis, which is based on the idea of elementary effects (Morris, 1991; Saltelli et al., 2008). It follows these steps:

1. A set of starting values (e.g., the medians) for all input parameters is selected within the defined ranges of possible values. The outcome is simulated.
2. The value of one parameter is changed by $\Delta$ and all other parameters are kept at their starting values. The outcome is simulated.
3. The value of another parameter is then changed and the previous parameter (step 2) is kept at its changed value. All other parameters are kept at their starting values. The outcome is simulated. This goes on until all input parameters are changed.
4. The steps 1, 2, and 3 are repeated $r$ times, each time with a different set of starting values.

The Morris method leads to $r$ changes in the simulator outcome. This information is expressed as elementary effects. Consider a simulator with $n$ input parameters $X_i$, $i = 1, 2, ..., n$ and output $Y = f(X_1, X_2, ..., X_n)$. Each parameter is varied at $p$ selected levels, which correspond to the quantile of the input parameter distribution. The elementary effect $EE_i$ of $X_i$ is defined as

$$EE_i = \frac{[f(X_1, X_2, ..., X_i + \Delta, ..., X_n) - f(X_1, X_2, ..., X_i, ..., X_n)]}{\Delta} \quad (C2.1)$$

$EE_i$ is thus calculated $r$ times providing an outcome $EE_i^{(j)}$. The mean of $r$ elementary effects are reported as the Morris index for $X_i$. Campolongo et al. (2007) proposed taking the mean ($\mu_i$) of the absolute value of the elementary effects and it is given as

$$\mu_i = \frac{1}{r} \sum_{j=1}^{r} |EE_i^{(j)}| \quad (C2.2)$$

The Morris approach requires $r \times (n + 1)$ executions of the simulator to compute the index given by Eq. C2.2. The $\mu_i$ may take any positive value. When $\mu_i$ is high compared to other input parameters, the simulator outcome is highly sensitive to the input parameter $X_i$. The decrease in $\mu_i$ from the high value makes the simulator outcome less sensitive to $X_i$.

Results of Morris sensitivity analysis

The results of Morris sensitivity analysis are shown in Fig. C2.1 for GPP and Fig. C2.2 for NPP. Eight input parameters for GPP and ten for NPP had a Morris index ($\mu_i$) below the selected minimum threshold value (0.05). The
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Figure C2.1  Morris sensitivity, $\mu_i$, of annual mean GPP to the input parameters. The symbols in the y-axis correspond to the ecophysiological parameters given in Table 2.2. SD is soil depth.

eight parameters (LWT, C:N$_{dw}$, $L_{cel}$, $L_{lig}$, FR$_{cel}$, FR$_{lig}$, DW$_{lig}$, and $g_{bl}$) that did not meet the minimum threshold for both GPP and NPP were excluded from the variance-based sensitivity analysis, and fixed at their mean values.
Figure C2.2  Morris sensitivity, $\mu_i$, of annual mean NPP to the input parameters. Other details as for Fig. C2.1.
Partitioning of GPP from flux tower measurements of NEE

Abstract

Gross primary production (GPP) can be separated from flux tower measurements of net ecosystem exchange (NEE) of CO2. This is used increasingly to validate process-based simulators and remote sensing-derived estimates of simulated GPP at various time steps. Proper validation includes the uncertainty associated with this separation. In this study, uncertainty assessment was done in a Bayesian framework. It was applied to data from the Speulderbos forest site, The Netherlands. We estimated the uncertainty in GPP at half-hourly time steps, using a non-rectangular hyperbola (NRH) model for its separation from the flux tower measurements. The NRH model provides a robust empirical relationship between radiation and GPP. It includes the degree of curvature of the light response curve, radiation and temperature. Parameters of the NRH model were fitted to the measured NEE data for every 10-day period during the growing season (April to October) in 2009. We defined the prior distribution of each NRH parameter and used Markov chain Monte Carlo (MCMC) simulation to estimate the uncertainty in the separated GPP from the posterior distribution at half-hourly time steps. This time series also allowed us to estimate the uncertainty at daily time steps. We compared the informative with the non-informative prior distributions of the NRH parameters and found that both choices produced similar posterior distributions of GPP. This will provide relevant and important information for the validation of process-based simulators in the future. Furthermore, the obtained posterior distributions of NEE and the NRH parameters are of interest for a range of applications.

Keywords: Net ecosystem exchange, gross primary production, non-rectangular hyperbola model, Bayesian framework.
Net ecosystem exchange (NEE) is a terrestrial component of the global carbon cycle. It is the exchange of CO₂ between the terrestrial ecosystem and the atmosphere. The measurement of NEE by the eddy covariance technique is well-established (Baldocchi, 2003). Specifically, NEE is the balance between the CO₂ released by the ecosystem respiration (Reco) and the gross CO₂ assimilated via photosynthesis. The fraction of carbon in the assimilated CO₂ is the gross primary production (GPP). Estimates of GPP provide information about the physiological processes that contribute to NEE (Aubinet et al., 2012). Measured NEE data are used to validate the NEE that is simulated by ecosystem process-based simulators such as BIOME-BGC (BioGeochemical Cycles) (Thornton, 1998). It is often desirable to validate the simulated component flux (Reco and GPP) independently. This is particularly important for diagnosing the misrepresentation (overestimation or underestimation) of assimilation processes in the simulator (Reichstein et al., 2005), which can only be achieved by comparing the GPP partitioned from NEE data with the simulated one. Furthermore, remote sensing-derived light use efficiency (LUE) models address the spatial and temporal dynamics of GPP (Running et al., 2004). The reliability of such models at the regional scale relies on the validation using GPP partitioned from NEE data (Wang et al., 2010; Li et al., 2013).

Flux partitioning methods (FPM) are used to partition NEE into its component flux (GPP and Reco). These methods are based on fitting a non-linear empirical model to the measured NEE data and other meteorological data in order to estimate the parameters. The estimated parameters of the non-linear model are then used to predict daytime Reco and GPP. There are two types of FPM: (1) those that use only nighttime NEE data, and (2) those that use either daytime NEE data or both daytime and nighttime data (Stoy et al., 2006; Lasslop et al., 2010; Aubinet et al., 2012).

A nighttime-based FPM assumes that NEE is equal to Reco (GPP = 0 during the night) and that it varies with air and soil temperature (Richardson et al., 2006a). A daytime-based FPM assumes that the variation of NEE occurs with photosynthetic photon flux density (PPFD) and the light response curve (plot of NEE against PPFD) can be represented by a rectangular hyperbola (RH) model (Ruimy et al., 1995). Lasslop et al. (2010) proposed a daytime-based FPM using the RH model by incorporating the variation of NEE as a function of global radiation, air temperature, and vapour pressure deficit (VPD) because these affect GPP via stomatal regulation. A daytime-based FPM was proposed that uses the non-rectangular hyperbola (NRH) model to incorporate the effect of the degree of curvature (θ) of the light response curve (Rabinowitch, 1951; Gilmanov et al., 2003). θ represents the convexity of the light response curve as the NEE and radiation relationship approaches saturation. Further, the light response curve represented by the NRH model has been found to fit NEE data better than the RH model (Gilmanov et al., 2003; Aubinet et al., 2012). Gilmanov et al. (2013) further improved the NRH model by incorporating the effect of VPD and temperature as proposed by Lasslop et al. (2010). They used PPFD and
soil temperature instead of global radiation and air temperature respectively. This improvement incorporates the influence of PPFD, air or soil temperature, VPD, and $\theta$ by taking advantage of better representation of the light response curve by comparison to the RH model.

A quantification of uncertainty in partitioned GPP provides an associated credible interval that can be used for proper implementation of calibration and validation of a process-based simulator against partitioned GPP (Hagen et al., 2006). The temporal resolution of process-based simulators may vary from half-hourly to monthly. It is therefore necessary to quantify uncertainty associated with the partitioned GPP at half-hourly to monthly time scales. For example, the partitioned GPP and associated uncertainty at a daily time scale can provide data for the calibration of process-based simulators such as BIOME-BGC.

In this study, we adopted the NRH model to partition half-hourly GPP from NEE data. In the past, numerical optimization has been used to estimate a single optimized value of each model parameters (Gilmanov et al., 2003, 2013). This did not quantify the uncertainty in half-hourly partitioned GPP. The measurements of half-hourly NEE are uncertain. Therefore, the optimized parameters are also uncertain (Richardson and Hollinger, 2005). Obtaining the underlying probability distribution of the NRH parameters gives a measure of uncertainty in parameters, which can be further propagated towards the NRH model to estimate uncertainty in partitioned GPP. A Bayesian implementation provides a solution to quantify the uncertainty in model parameters in the form of probability distributions (Gelman et al., 2013). The Bayesian approach was used in other studies to constrain the parameters of process-based simulators by using either eddy covariance data, biometric data, or both (Ricciuto et al., 2008; Du et al., 2015; Minet et al., 2015). We applied the Bayesian approach to a different type of model. We fitted the non-linear empirical NRH model to NEE data and quantified the uncertainty in NRH parameters to partition GPP with uncertainty.

The objective of this study was to implement a Bayesian approach for quantification of the uncertainty in half-hourly partitioned GPP using the NRH model given the availability of half-hourly NEE and other meteorological data. The time series of empirical distributions of half-hourly GPP values also allowed us to estimate the uncertainty in GPP at daily time steps. Data were available from a flux tower in the central Netherlands at the Speulderbos forest. This will provide relevant and important information for the validation of process-based simulators.

3.2 Methods

3.2.1 Study area and data

The Speulderbos forest is located at 52°15′08″ N, 05°41′25″ E within a large forested area in the Netherlands. There is a flux tower within a dense 2.5 ha Douglas fir stand. The stand was planted in 1962. The vegetation, soil, and
climate of this site have been thoroughly described elsewhere (Steingrover and Jans, 1994; van Wijk et al., 2001; Su et al., 2009).

The CSAT3, Campbell Sci, LI7500 LiCor Inc, and CR5000 instruments were installed in June 2006 and have been maintained, and the data processed (software AltEddy, Alterra) by C. van der Tol (University of Twente, co-author) and A. Frumau (Energy Centre Netherlands). We examined half-hourly NEE data (measured at the flux tower) for the growing season (April to October) of 2009. The quality of the NEE data were assessed using the Foken classification system, which provides a flag to each half-hourly NEE datum from 1 through 9 (Foken et al., 2005). Each flag is associated with: (a) the range of the steady state condition of the covariance of vertical wind speed and CO₂ concentration of half-hour duration, (b) the range of the integral turbulence characteristic parameter indicating the developed turbulence; and (c) the range of the orientation of the sonic anemometer to make sure that the probe is omnidirectional at the time of measurements. We followed the suggestion of Foken et al. (2005) and accepted only those NEE data that were labelled from 1 to 3. For the growing season, we acquired half-hourly PPFD from the sensor PARlite (Kipp & Zonen, Delft, the Netherlands) and half-hourly \( T_a \) from the weather sensor WXT510 (Vaisala, Finland) installed at the flux tower.

### 3.2.2 The non-rectangular hyperbola (NRH) model

NEE is given as:

\[
\text{NEE} = P_a - R_{\text{eco}}
\]  

where NEE is measured by the eddy covariance technique and \( P_a \) is gross CO₂ assimilation. The exchange of carbon into the system through photosynthesis is considered a positive flux because it represents production and the loss of carbon through respiration is considered a negative flux.

The light response curve is represented using the NRH model (Gilmanov et al., 2003; Rubinowitch, 1951):

\[
P_a = \frac{1}{2\theta} \times \left( \alpha \cdot \text{PPFD} + A_{\text{max}} - \sqrt{(\alpha \cdot \text{PPFD} + A_{\text{max}})^2 - 4\alpha \cdot A_{\text{max}} \cdot \theta \cdot \text{PPFD}} \right),
\]

where \( \alpha \) is the apparent quantum yield, \( A_{\text{max}} \) is the photosynthetic capacity at light saturation, and \( \theta \) is the degree of curvature of the light response curve.

Gilmanov et al. (2013) modelled ecosystem respiration \( R_{\text{eco}} \) using the temperature-dependent term according to Van’t-Hoff’s equation in its exponential form (Thornley and Johnson, 2000):

\[
R_{\text{eco}} = r_0 \times \exp(k_T T_a),
\]
where $T_a$ is the air temperature and $r_0$ and $k_T$ are the temperature sensitivity coefficients. Eqs. 3.2 and 3.3 are substituted in Eq. 3.1 to obtain the model for net ecosystem exchange NEE:

$$
NEE = \frac{1}{2\theta} \times \left( \alpha \cdot PPFD + A_{\text{max}} - \sqrt{(\alpha \cdot PPFD + A_{\text{max}})^2 - 4\alpha \cdot A_{\text{max}} \cdot \theta \cdot PPFD} \right) - r_0 \times \exp (k_T T_a).
$$

(3.4)

Both daytime and nighttime half-hourly NEE, PPFD, and $T_a$ data were used to estimate the NRH model parameters $\beta = (\theta, \alpha, A_{\text{max}}, r_0, k_T)$ (Eq. 3.4). For nighttime data, Eq. 3.4 includes only the respiration term because PPFD is equal to zero during the night. These estimated parameters, together with half-hourly PPFD, were used in Eq. 3.2 to calculate half-hourly $P_a$. Values of half-hourly GPP were calculated by multiplying $P_a$ by 12/44 (12 is the atomic mass of carbon, and 44 is the atomic mass of CO$_2$) in order to convert the mass of CO$_2$ into the mass of carbon (C). This gives GPP in mg C m$^{-2}$ s$^{-1}$. This unit is the same as the unit of GPP simulated by process-based simulators such as BIOME-BGC. Therefore, the simulated GPP could be directly compared to the partitioned GPP in the future at the study area. The unit of $P_a$ is the same as the unit of measured NEE in mg CO$_2$ m$^{-2}$ s$^{-1}$. The unit of each parameter and other variables used in the above equations are shown in Table 3.1. Gilmanov et al. (2013) proposed to incorporate the effect of VPD by multiplying Eq. 3.2 by the VPD-response function, $\phi$, that accounts for the VPD limitation on $P_a$. The function $\phi$ is set equal to 1 if VPD is below some critical value (VPD$_{\text{cr}}$) that indicates that water stress does not affect photosynthesis. Above the critical value (VPD > VPD$_{\text{cr}}$), $\phi$ decreases exponentially with the curvature parameter $\sigma_{\text{VPD}}$, which may vary between 1 and 30 kPa. Low values of $\sigma_{\text{VPD}}$ indicate a strong water stress effect, whereas higher values indicate a weak water stress effect. We calculated half-hourly VPD from relative humidity (RH) using the procedure provided in Monteith and Unsworth (1990). We found that 90% of the total half-hourly VPD values in the growing season of 2009 were less than 1 kPa and 9% were between 1 kPa and 1.5 kPa. We therefore neglected the influence of VPD as a limiting factor for the water stress at Speulderbos. This follows Körner (1995) and Lasslop et al. (2010) who specified $\text{VPD}_{\text{cr}} = 1$. We, therefore, assumed $\phi$ equal to 1.

### 3.2.3 Theory of Bayesian inference for the model parameters

Bayesian inference treats all parameters as random variables (Gelman et al., 2013). Bayes rule is given as

$$
p(\beta|y) = \frac{p(y|\beta)p(\beta)}{p(y)} \propto \text{likelihood} \times \text{prior},
$$

(3.5)
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Table 3.1 List of symbols with unit.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEE, ( y )</td>
<td>net ecosystem exchange</td>
<td>mg CO(_2) m(^{-2}) s(^{-1})</td>
</tr>
<tr>
<td>( P_a )</td>
<td>gross CO(_2) assimilation</td>
<td>mg CO(_2) m(^{-2}) s(^{-1})</td>
</tr>
<tr>
<td>GPP</td>
<td>gross primary production</td>
<td>mg C m(^{-2}) s(^{-1}); g C m(^{-2}) d(^{-1})</td>
</tr>
<tr>
<td>( R_{eco} )</td>
<td>ecosystem respiration</td>
<td>mg CO(_2) m(^{-2}) s(^{-1})</td>
</tr>
<tr>
<td>PPFD</td>
<td>photosynthetic photon flux density</td>
<td>( \mu )mol quanta m(^{-2}) s(^{-1})</td>
</tr>
<tr>
<td>( T_a )</td>
<td>air temperature</td>
<td>(^\circ)C</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>quantum yield</td>
<td>mg CO(_2) (( \mu )mol quanta)(^{-1})</td>
</tr>
<tr>
<td>( \theta )</td>
<td>degree of curvature of light response curve</td>
<td>unitless</td>
</tr>
<tr>
<td>( A_{max} )</td>
<td>photosynthetic capacity at light saturation</td>
<td>mg CO(_2) m(^{-2}) s(^{-1})</td>
</tr>
<tr>
<td>( k_T )</td>
<td>temperature sensitive parameter</td>
<td>((^\circ)C(^{-1})</td>
</tr>
<tr>
<td>( r_0 )</td>
<td>ecosystem respiration at reference temperature ( T_a = 0 ) (^\circ)C</td>
<td>mg CO(_2) m(^{-2}) s(^{-1})</td>
</tr>
<tr>
<td>( \tau_e )</td>
<td>precision of the normal distribution of the likelihood</td>
<td></td>
</tr>
<tr>
<td>( \beta )</td>
<td>(( \theta ), ( \alpha ), ( A_{max} ), ( r_0 ), ( k_T ))</td>
<td></td>
</tr>
<tr>
<td>( R_b )</td>
<td>ecosystem respiration at reference temperature ( T_a = 15 ) (^\circ)C</td>
<td>g CO(_2) m(^{-2}) d(^{-1})</td>
</tr>
<tr>
<td>( Q_{10} )</td>
<td>multiplication factor to respiration with 10(^{\circ})C increase in ( T_a )</td>
<td></td>
</tr>
<tr>
<td>RH</td>
<td>relative humidity</td>
<td>%</td>
</tr>
<tr>
<td>VPD</td>
<td>vapour pressure deficit</td>
<td>kPa</td>
</tr>
<tr>
<td>VPD(_{cr} )</td>
<td>critical value of vapour pressure deficit</td>
<td>kPa</td>
</tr>
<tr>
<td>( \phi )</td>
<td>vapour pressure deficit response function</td>
<td></td>
</tr>
<tr>
<td>( \sigma_{VPD} )</td>
<td>curvature parameter for ( \phi )</td>
<td>kPa</td>
</tr>
</tbody>
</table>

where \( p(\beta) \) is the prior distribution, representing the prior understanding of uncertainty in the model parameters values before the observations are taken into account. This understanding may come from expert judgement or previously published research on the parameters (Oakley and O’Hagan, 2007; Raj et al., 2014). If no prior knowledge is available, non-informative priors may be used (i.e., a wide prior distribution that conveys no prior information). The term \( p(\beta|y) \) is the posterior distribution of \( \beta \) after combining prior knowledge and data \( y \) and represents the uncertainty in \( \beta \) given the data and the prior. The marginal effect of each parameter \( p(\beta_i|y), i = 1, 2, \ldots, n \) is the main quantity of interest, expressing the uncertainty in each parameter separately. The term \( p(y|\beta) \) is the conditional probability of observing data \( y \) given \( \beta \) and is also called the likelihood. The term \( p(y) \) is the probability of observing the data \( y \) before observations were taken. This acts as the normalising constant that ensures that \( p(\beta|y) \) is a valid probability distribution that integrates to 1. For most real-world problems it is not possible to write down analytical solutions for Eq. 3.5 and it is usual to perform inference using Markov Chain Monte Carlo (MCMC) simulation (Gelman et al., 2013).

MCMC is a method for conducting inference on \( p(\beta|y) \). It requires evaluation of the joint distribution \( p(y|\beta)p(\beta) \), which represents the dependence structure in the data. MCMC constructs Markov chains of the parameters...
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space and generates samples \( \beta^{(1)}, \beta^{(2)}, \ldots, \beta^{(m)} \) of \( \beta \) whose unique stationary distribution is the posterior distribution of interest \( p(\beta|y) \). The \( m \) samples are then used to conduct inference on each \( \beta_i \). For example the mean, median and 95\% credible interval can all be calculated over these \( m \) samples. It is usual to construct multiple Markov chains and to assess whether they converge to the same stationary distribution. We refer the reader to chapter 4 in Lunn et al. (2013) and chapter 11 in Gelman et al. (2013) for further explanation.

3.2.4 Implementation of Bayesian inference for the NRH model parameters

We treated Eq. 3.4 as a non-linear regression problem:

\[
y_i = \frac{1}{2\theta} \times \left( \alpha \cdot \text{PPFD}_i + A_{\text{max}} - \sqrt{(\alpha \cdot \text{PPFD}_i + A_{\text{max}})^2 - 4\alpha \cdot A_{\text{max}} \cdot \theta \cdot \text{PPFD}_i} \right) - r_0 \times \exp (k_T \cdot T_a) + \varepsilon_i = \mu_i - \nu_i + \varepsilon_i
\]

(3.6)

where \( y \) is the response variable (NEE), PPFD and \( T_a \) are the predictor variables and \( \varepsilon \) is the residual error. The residual error arose because the model did not perfectly fit the data. The subscript \( i \) indicates a single observation. For brevity we use \( \mu_i \) to refer to the first term on the RHS and \( \nu_i \) to refer to the second term on the right hand side of Eq. 3.6.

As is usual in regression modelling, we assumed normally distributed errors, hence \( \varepsilon_i \sim N(0, \sigma^2) \) and the likelihood also followed a normal distribution, such that \( y_i \sim N(\mu_i - \nu_i, \sigma^2) \). In the above notation, \( \beta = (\alpha, A_{\text{max}}, \theta, r_0, k_T) \) and the likelihood is \( p(y|\beta, \sigma^2) \), where \( y = (y_1, y_2, \ldots, y_n)^T \) for \( n \) observations. The superscript \( T \) represents the transpose.

In Bayesian analysis it is usual to refer to precision, which is the inverse of the variance, hence \( \tau = 1/\sigma^2 \). Further, the assumption of prior distributions for each \( \beta_i \) together with \( \tau \) is required. No prior information was available for \( \tau \) so a non-informative prior was selected. We assumed a Gamma distribution for \( \tau \) with shape and rate parameters equal to 0.001. This ensures a non-negative non-informative prior for \( \tau \) (Lunn et al., 2013).

We made two choices for the prior distribution for each \( \beta_i \). First, a non-informative prior was used (Sect. 3.2.4.1). Second, prior information for each \( \beta_i \) was obtained from the literature, being called an informative prior distribution (Sect. 3.2.4.2). Note that the same non-informative prior for \( \tau \) was used in both choices. The results for informative an non-informative priors were compared.

3.2.4.1 Non-informative prior distributions

We assumed a normal distribution for each \( \beta_i \) with mean equal to 0 and standard deviation equal to 32, which gives small value of the the precision
equal to 0.001 to make the distribution wide. NRH is a non-linear model and therefore appropriate constraints should be imposed to ensure the meaningful values of the prior parameter distribution (Lunn et al., 2013). Each \( \beta_i \) parameter must be positive (Sect. 3.2.4.2) so we truncated the normal distribution on each \( \beta_i \) except \( \theta \) to ensure only positive values. For \( \theta \), we truncated the normal distribution to occur between 0 and 1 by setting the obvious limit to this parameter (see also item 2 in Sect. 3.2.4.2). The above choices ensure wide non-informative prior distributions whilst specifically excluding physically unrealistic values.

3.2.4.2 Informative prior distributions

Below we justify choices for the informative prior distributions on \( \beta \).

1. The quantum yield, \( \alpha \), represents the amount of absorbed \( \text{CO}_2 \) per quanta of absorbed light. Cannell and Thornley (1998) reported that \( \alpha \) varies little among \( \text{C}_3 \) species and has a value from 0.09 to 0.11 and from 0.04 to 0.075 mol \( \text{CO}_2 \) (mol quanta\(^{-1} \)) in saturated and ambient \( \text{CO}_2 \) conditions respectively. The typical value of \( \alpha \) equals 0.05 mol \( \text{CO}_2 \) (mol quanta\(^{-1} \)) for a \( \text{C}_3 \) species in an ambient atmosphere (Bonan et al., 2002; Long et al., 2006; Skillman, 2008). Douglas fir at Speulderbos is a \( \text{C}_3 \) species. We used this information to construct the prior distribution on \( \alpha \), as follows:

   - A value of \( \alpha \) around 0.05 has the highest probability. The probability decreases as the value of \( \alpha \) decreases or increases from 0.05 and cannot be negative. The maximum value that \( \alpha \) can attain is 0.11.

   - We assumed a normal distribution of \( \alpha \) with mean, \( \mu_\alpha = 0.05 \), and variance, \( \sigma^2_\alpha = (0.015)^2 \) (i.e, standard deviation, \( \sigma_\alpha = 0.015 \)). The choice of mean ensures that the highest probability is assigned to the values around 0.05. The choice of variance ensures that 99.7\% \((\mu \pm 3\sigma)\) of \( \alpha \) is positive and lies in the interval between 0 and 0.11. We also truncated 0.3\% of negative \( \alpha \) values from the assumed normal distribution. In the unit of mg \( \text{CO}_2 \) (\( \mu \)mol quanta\(^{-1} \)), the assumed normal distribution \((N(\mu_\alpha = 0.05, \sigma_\alpha = 0.015))\) is expressed as \(N(0.0022, 0.00066)\) (Fig. 3.1a).

2. The curvature parameter \( \theta \) can take values from 0, which reduces Eq. 3.4 to the simpler rectangular hyperbola, to 1, which describes the Blackman response of two intersecting lines (Blackman, 1905). The physiological range for \( \theta \) has been observed to be between 0.5 and 0.99 (Ogren, 1993; Cannell and Thornley, 1998). A value of \( \theta = 0.9 \) was recommended by Thornley (2002) and at \( \theta = 0.8 \) by Johnson et al. (2010) and Johnson (2013). The estimate of \( \theta \), as a result of fitting the NRH model to either measured photosynthesis or NEE data was found to be in the range of 0.7 to 0.99 (Gilmanov et al., 2003, 2010). These findings for \( \theta \) indicated that a higher probability should be assigned to the values around 0.8 and the probability should approach to zero below 0.5. This means that the distribution of \( \theta \) can be assumed to be
3. Partitioning of GPP from flux tower measurements of NEE negatively skewed with \( \Pr(\theta < 0.5) \) approaching zero and \( \Pr(\theta \approx 0.8) \) at a maximum. These conditions were modelled using a beta distribution with shape parameters at 10 and 3 for \( \theta \) (Fig. 3.1b).

3. The photosynthetic capacity at light saturation \( A_{\text{max}} \) is reached when the photosynthesis is Rubisco limited and varies among different tree species (Cannell and Thornley, 1998). At the canopy level, \( A_{\text{max}} \) also depends upon the structure of the canopy (i.e., arrangement of the canopy leaves) and the area of leaves available to absorb photons. Both are determined by the leaf area index (LAI) (Ruimy et al., 1995). We compiled the prior information on \( A_{\text{max}} \) for Douglas fir species from the literature. Values of \( A_{\text{max}} \) were mainly reported for needles, whereas the NRH model (Eq. 3.4) requires \( A_{\text{max}} \) values for the canopy. Scaling \( A_{\text{max}} \) from needle to the canopy equivalent is not a trivial task because this depends on the light distribution and the vertical profile of \( A_{\text{max}} \) in the canopy. Here we analysed plateau values of photosynthesis at needle and canopy level with simulations by a model that takes this into account: the model SCOPE (van der Tol et al., 2009). These simulations (not shown) indicated that the relation between the two plateaus (canopy : needle \( A_{\text{max}} \)) increased with LAI but saturated at a value of 2.8. The mean value of LAI at the Speulderbos site is high (approximately 9 Steingrover and Jans, 1994; van Wijk et al., 2000) and therefore we could translate the reported range of \( A_{\text{max}} \) values for the Speulderbos (Mohren, 1987) of 0.26 to 0.52 \( \text{mg CO}_2 \text{m}^{-2}\text{s}^{-1} \) into values of 0.73–1.46 \( \text{mg CO}_2 \text{m}^{-2}\text{s}^{-1} \) for canopy \( A_{\text{max}} \). van Wijk et al. (2002) reported slightly higher canopy \( A_{\text{max}} \) values of 1.86 and 1.06 \( \text{mg CO}_2 \text{m}^{-2}\text{s}^{-1} \) at the Speulderbos site. The highest and lowest value for needle \( A_{\text{max}} \) for Douglas fir (irrespective of the site) we found in the literature were 0.097 (canopy \( A_{\text{max}} = 0.27 \)) and 1.01 \( \text{mg CO}_2 \text{m}^{-2}\text{s}^{-1} \) (canopy \( A_{\text{max}} = 2.8 \)) respectively (Lewis et al., 2000; Ripullone et al., 2003; Warren et al., 2003). To cover this rather wide range of values, a Gamma distribution with shape and rate parameters equal to 4 and 2.5 respectively was selected to ensure higher probabilities are assigned to the values between 1 and 2.5 with decreasing probabilities down to 0 and up to 4.5 (Fig. 3.1c). The \( A_{\text{max}} \) values at Speulderbos are well placed in the overall distribution.

4. The parameters for temperature sensitivity \( k_T \) and \( Q_{10} \) are related as \( Q_{10} = \exp(10k_T) \) (Davidson et al., 2006). \( Q_{10} \) is the factor by which respiration (Eq. 3.3) is multiplied when temperature increases by 10°C. Mahecha et al. (2010) carried out experiments across 60 FLUXNET sites to check the sensitivity of ecosystem respiration to air temperature. They suggested that \( Q_{10} \) does not differ among biomes and is confined to values around 1.4 ± 0.1 (corresponding to \( k_T \approx 0.034 \)). Hence \( k_T \approx 0.034 \) should have the highest probability of occurrence. \( Q_{10} \) data reported in the supporting material of Mahecha et al. (2010) showed that that \( Q_{10} \) becomes less frequent as it increases or decreases from 1.4 and attains a highest value of \( \sim 2.72 \) (corresponding to \( k_T = 0.1 \)). To model these conditions, a Gamma
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prior distribution was chosen with shape and rate parameters equal to 4 and 120 respectively (Fig. 3.1d).

5. The $r_0$ parameter represents the ecosystem respiration at 0°C. We adopted the following steps to define the prior distribution for $r_0$.

- Mahecha et al. (2010) presented a graph of seasonal variation of ecosystem respiration at 15°C ($R_b$) for 60 FLUXNET sites. We extracted the values of $R_b$ (in g CO$_2$ m$^{-2}$ d$^{-1}$) from the graph for those sites that belong to evergreen needle leaf forest (ENF). We obtained the values of $r_0$ from $R_b$ using the following equations:

$$r_0 = \frac{R_b}{\exp(k_T \times 15)} \quad (3.7)$$

where $k_T$ was obtained from $Q_{10}$ as reported in point 4 above. Site specific $Q_{10}$ value is used here. The unit of $r_0$ is converted into mg CO$_2$ m$^{-2}$ s$^{-1}$.

- We identified values of $r_0$ for ENF in the range 0.013 to 0.07 mg CO$_2$ m$^{-2}$ s$^{-1}$. We also identified values of $r_0$ in the range 0.019 to 0.043 at the Loobos FLUXNET site in the Netherlands (Mahecha et al., 2010), which is close to Speulderbos. Therefore, we assumed that the most frequent values of $r_0$ at Speulderbos are in this range. To model these conditions we chose a Beta distribution with shape parameters at 2 and 64 (Fig. 3.1e).

3.2.4.3 Bayesian inference of $\beta$

We used WinBUGS software version 1.4.3 (Lunn et al., 2000) to implement the Bayesian full probability models (Eq. 3.5) for the inference of $\beta$. WinBUGS is a windows implementation of the original BUGS (Bayesian Inference Using Gibbs Sampling) software. This was a joint initiative between the MRC Biostatistics Unit, Cambridge and the Imperial College School of Medicine, London (Lunn et al., 2013). WinBUGS implements MCMC for Bayesian inference. The major inputs of WinBUGS are: (a) the model file specifying the definition of the prior distribution of each $\beta_i$ and likelihood function, (b) the number of Markov chains to create, (c) the number of iterations for MCMC to carry out for each Markov chain, (d) the burn-in period for which the MCMC runs are discarded, (e) initial values of each $\beta_i$ for each Markov chain. The burn-in period is the number of samples after which the Markov chains converge to a stationary distribution. The post burn-in samples are used to perform inference on the $\beta_i$ s.

We obtained the posterior distribution of each $\beta_i$ for every 10-day block (total 22 blocks) in the growing season of 2009. More precisely, we obtained varying parameters and did not assume values to be constant for the whole study period. This approach is recommended by Aubinet et al. (2012), since obtaining varying parameters incorporates indirectly the temporal changes in the factors such as canopy structure, soil moisture and ecosystem nutrient levels that affect GPP. NRH model does not include these factors directly. Hence, although these factors are not included in the NRH model.
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Figure 3.1  Informative prior distribution of the NRH model parameters: (a) $\alpha \sim N(\mu_\alpha = 0.0022, \sigma_\alpha = 0.00066)$, (b) $\theta \sim \text{Beta}(\text{shape1} = 10, \text{shape2} = 3)$, (c) $A_{max} \sim \text{Gamma}(\text{shape} = 4, \text{rate} = 2.5)$, (d) $k_T \sim \text{Gamma}(\text{shape} = 4, \text{rate} = 120)$, (e) $r_0 \sim \text{Beta}(\text{shape1} = 2, \text{shape2} = 64)$. Information about the NRH parameters is given in Table 3.1. The $y$ axis represents the density of corresponding distribution.
our implementation does account for them. The 10-day block was chosen because it was sufficiently long to ensure a suitably large NEE dataset within the 10-day block but was short enough that we could account for temporal changes between the 10-day blocks. Thus the temporal change is observed between consecutive blocks, not within a block. The sample size within a 10-day block was limited because \( \sim 30\% \) of the data were typically discarded as being of low quality (Foken flag 4 or higher, see Sect. 3.2.1).

We identified the appropriate length of the burn-in for both informative and non-informative prior distributions. We calculated the Gelman–Rubin potential scale reduction factor (PSRF) to evaluate the convergence of Markov chains for each \( \beta_i \) for the post burn-in period. Graphically, we assessed the convergence of Markov chains by plotting them together for each \( \beta_i \). This plot is known as trace plot. A visual observation of a proper mixing of these chains indicates the convergence of Markov chains to the stationary distribution. An explanation of PSRF and the identification of the length of the burn-in are given in Appendix A. We refer the reader to pages 71–76 in Lunn et al. (2013) and pages 281–285 in Gelman et al. (2013) for further explanation. Based on that analysis we used three Markov chains with 16 000 and 25 000 iterations for each chain for informative and non-informative prior distributions respectively. We stored the posterior samples of each \( \beta_i \) and \( \tau_e \) for the remaining 30 000 samples (i.e., 10 000 post burn-in samples for each of three Markov chains). The BUGS code (model file for WinBUGS) is given in Appendix B.

### 3.2.5 Posterior prediction

To perform prediction for a given PPFD\(_0\) and \( T_{a_0} \), \( m \) post burn-in samples of \( \beta \) and \( \sigma^2 \) were used as follows:

\[
\begin{align*}
    \mu_0^{(l)} &= \frac{1}{2\theta^{(l)}} \times \\
    &\left( \alpha^{(l)} \cdot \text{PPFD}_0 + A_{\text{max}}^{(l)} \sqrt{2 \alpha^{(l)} \cdot \text{PPFD}_0 + A_{\text{max}}^{(l)} - 4 \alpha^{(l)} \cdot A_{\text{max}}^{(l)} \cdot \theta^{(l)} \cdot \text{PPFD}_0} \right) \\
    \nu_0^{(l)} &= r_0^{(l)} \times \exp \left( \kappa^{(l)} T_{a_0} \right) \\
    y_0^{(l)} &\sim N(\mu_0^{(l)} - \nu_0^{(l)}, \sigma^{2(l)})
\end{align*}
\]

(3.8)

where \((l)\) is not an exponent, but indicates a specific sample. Other terms are as defined for Eq. 3.6. The \( m \) samples were used to build up the posterior predictive distribution. In this way posterior predictions of GPP \((\mu_0)\) and NEE \((y_0)\) were obtained. Note that the uncertainty in the posterior predictions of GPP arose due to uncertainty in the posterior estimates of \( \beta \). Uncertainty in the posterior prediction of NEE also considered the uncertainty arising due to the residual error.

Prediction was performed for each 10-day sample for \( m = 30 000 \) samples (3 chains and 10 000 samples per chain). These were then summarized (median
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and 95% credible interval) to obtain the posterior predictive inference for NEE and GPP for each 10-day block. These 95% credible intervals show the uncertainty. Hence the actual values of NEE and GPP are likely to be in this interval, but not necessarily at the median. We reported the number of half-hourly NEE measurements that lie inside and outside of 95% credible intervals of the corresponding half-hourly modelled NEE distributions. In this way, we checked whether realistic credible intervals were obtained. Validation against a separate or hold-out dataset was in principle possible, but was not necessary in this study, because we did not use the NRH model to predict at blocks outside the range of the data. Moreover, we did not use the posterior $\beta$ values outside the blocks where they were fitted.

3.3 Results and discussion

3.3.1 Performance of MCMC

We examined the trace plots of the three Markov chains for each $\beta_i$ and $\tau_e$ obtained for each 10-day block for both choices of informative and non-informative prior distributions. Trace plots for one 10-day block (1 May to 10 May 2009) are shown in Fig. A3.3. We observed a proper mixing of the three Markov chains, indicating the convergence of three Markov chains to a stationary distribution that could be used for inference. The Gelman–Rubin PSRF was close to 1 (Table A3.1) for each $\beta_i$ and $\tau_e$, providing further support for the convergence of the Markov chains. The post burn-in samples were used for inference for each 10-day block in the growing season of 2009.

Fig. 3.2 shows the posterior prediction of half-hourly NEE for a 10-day block (1 May to 10 May 2009) for the choice of informative and non-informative prior distributions. The half-hourly NEE was summarized by the median and the 2.5 and 97.5%iles (i.e., 95% credible intervals). Out of 338 available half-hourly NEE measurements in this 10-day block, 6% laid outside the 95% credible intervals for both choices of prior distribution. This showed that the coverage of the 95% credible interval was appropriate. There was no substantial difference in the shape of the percentiles curve between the choices of prior distribution. This indicated that the choice of informative or non-informative priors did not influence the posterior prediction of NEE. Similar results were observed for other 10-day blocks. Over the entire 2009 growing season 94% of the 7126 available half-hourly NEE measurements were bracketed by the 95% credible intervals for posterior predicted NEE. The choice of informative or non-informative priors did not lead to any substantial difference in the posterior predicted median or 95% credible intervals.

The 10-day block shown in Fig. 3.2 shows that the posterior predicted median of NEE was positive during the day and negative during the night. This is to be expected owing to the lack of photosynthesis at night. However, at night the 95% credible interval spanned zero implying that, when prediction uncertainty is considered, the actual predicted NEE might be positive. This is not possible physically, but is an artefact of the statistical approach. Since
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this is a non-linear regression-type problem the uncertainty in the prediction arises due to both the uncertainty in the estimated regression parameters, $\beta$ and the residual uncertainty. This residual uncertainty was assumed to follow a normal distribution with zero mean and precision, $\tau_e$, and reflects the scatter of the observations round the posterior median prediction. Following our discussion above, this correctly represents the uncertainty in prediction. A consequence of this was that that the prediction intervals were wide and the predictions were potentially positive during the night. This could potentially be addressed by introducing further constraints into the model to allow $\tau_e$ to vary temporally (e.g., Hamm et al., 2012). We leave that as a topic for future research whilst noting that our dataset is not very large and we have already fitted a complicated model.

Figure 3.2 Median (solid lines) and 95% credible intervals (dashed lines) of the posterior distribution of NEE together with half-hourly NEE measurements (solid points) for a 10-day block (1 May to 10 May 2009, Julian days 121 to 130): (a) when using informative prior distributions, (b) when using non-informative prior distributions.
3.3.2 Uncertainty in partitioned GPP at half-hourly and daily time step

Fig. 3.3 shows the histograms of the posterior distribution of half-hourly and daily-summed GPP for Julian days 121 (1 May) and 196 (15 July) for the choice of both informative and non-informative prior distributions. These allow visualization of the uncertainty within a day and between days for late spring and mid-summer. Clearly the predictions resulting from informative and non-informative priors were similar. For both days higher values of GPP were observed in the afternoon compared to the morning on both Julian days. This reflected the increase in GPP predictions with increasing PPFD from morning to afternoon. The assimilation of carbon was also expected to increase from the start of the growing season to the peak (summer time) of the growing season. It was clear that higher values in GPP were predicted on Julian day 196 compared to Julian day 121 for both morning and afternoon. Seasonal variation in daily GPP was also observed in the daily sum of GPP, which increased from 7–9 g C m$^{-2}$ d$^{-1}$ on Julian day 121 to 10.5–12.5 g C m$^{-2}$ d$^{-1}$ on Julian day 196. Variation in daily GPP during the 2009 growing season for the choice of informative priors is shown in Fig 3.4. The same plot for the choice of non-informative priors is shown in Fig. A3.4.

We tested whether within the posterior half-hourly GPP distributions, the non-rectangular hyperbolic relationship of GPP with PPFD had been preserved. Fig. 3.5 shows, for an example 10-day block (Julian days 121–130), posterior GPP versus PPFD. The resulting curve shows that the non-rectangular hyperbolic relationship was indeed preserved, and GPP values initially rose and reached a plateau with increasing PPFD. This is important since our daily GPP estimates were obtained by summing half-hourly values. Since the range of PPFD values during the day is large and the relationship between PPFD and GPP non-linear, a realistic representation of the light response curve of GPP is important.

We concluded that the posterior predictions of half-hourly and daily GPP were reliable. We used the posterior distribution of the NRH parameters to predict half-hourly NEE and the 95% credible intervals bracketed 94% of the available half-hourly NEE measurements (Sect. 3.3.1 and Fig. 3.2). This indicated that our posterior predictions accurately captured the uncertainty in the measured NEE values. We used the same posterior distributions of the NRH parameters to estimate uncertainty in half-hourly GPP. Therefore, we expect that the underlying uncertainty in half-hourly GPP was also accurate.

3.3.3 Posterior distributions of $\beta$

Figs. 3.6 and 3.7 show the temporal profile (mean and 95% credible interval) for $\beta$ for each 10-day block for informative and non-informative prior $\beta$ distributions respectively.

A clear seasonal pattern in the posterior distribution of $\alpha$ and $A_{\text{max}}$ was observed. When using non-informative priors, spikes in the 97.5% iles for $A_{\text{max}}$ were observed at 41, 47, and 59 mg CO$_2$ m$^{-2}$ s$^{-1}$ (Fig. 3.7e) for three 10-day blocks (Julian days 91–100, 281–290, and 291–300). These values
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Figure 3.3 Histograms of half hourly GPP (Morning and afternoon) and daily sum of GPP when using: (a) informative priors on Julian day 121 (1 May 2009), (b) non-informative priors on Julian day 121, (c) informative priors on Julian day 196 (15 July 2009), (d) non-informative priors on Julian day 196. The morning and afternoon time belong to half-hour 8:00 CET to 8:30 CET and 13:00 CET to 13:30 CET respectively. The y axis is frequency; CET is Central European Time.

are physically unrealistic (see Sect. 3.2.4.2). When using informative priors, the same three 10-day blocks also showed spikes in the 97.5 % iles for $A_{\text{max}}$ (Fig. 3.6c); however these spikes were much smaller and were physically realistic. For other 10-day blocks, both choices of prior yielded comparable posterior distributions of $A_{\text{max}}$ (Figs. 3.6e and 3.7f) with uncertainty less than that of the informative and non-informative prior distributions (Fig. 3.1c and Sect. 3.2.4.1). The posterior distributions of $\alpha$, $r_0$, and $k_T$ were similar for both choices of prior distribution. The choice of non-informative prior yielded wider credible intervals for $\theta$ compared to the choice of informative priors (Figs. 3.6b and 3.7b).

We calculated the sum of daily GPP for each of the above mentioned 10-day blocks (91–100, 281–290, and 291–300) for both choices of prior (Fig. A3.5). We found no significant difference in the range of GPP for
each block. For example, the range of daily-summed values for 10-day block 281–290 was 26–38 g C m$^{-2}$ d$^{-1}$ for both choices of prior. This indicated that the unrealistic spikes in the posterior distributions of $A_{\text{max}}$ did not affect the prediction of GPP. This led us to evaluate the sensitivity of GPP to $A_{\text{max}}$. We fixed the value of the NRH parameters $\alpha$, $\theta$, $r_0$, and $k_T$ at their mean. We varied $A_{\text{max}}$ from 0 to 100 mg CO$_2$ m$^{-2}$ s$^{-1}$ at an interval of 0.5. We estimated the value of GPP at each interval using Eq. 3.2. $A_{\text{max}}$ was varied from 0 to 100 mg CO$_2$ m$^{-2}$ s$^{-1}$ so that it could cover the spikes in the posterior distributions of $A_{\text{max}}$ (Fig. 3.7e).

The plot of $A_{\text{max}}$ against GPP (Fig. 3.8) revealed that GPP varied strongly up to $A_{\text{max}} = 5$ mg CO$_2$ m$^{-2}$ s$^{-1}$. After this value GPP saturated. The underlying reason is the fact that in light limited conditions, i.e., $A_{\text{max}} \gg \alpha \times \text{PPFD}$, Eq. 3.2 reduces to $P_a = \alpha \times \text{PPFD}$ and hence $P_a$ and thus GPP becomes independent of $A_{\text{max}}$. This explains why the GPP posterior predictions were not affected by the unrealistic values of $A_{\text{max}}$ occurring in periods of low light intensities. The choice of prior distribution therefore played a minimal role in the prediction of GPP. The use of informative priors, however, constrained the estimation of the posterior distributions of the parameters.
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**Figure 3.5** Median (solid line) and 95% credible intervals (dashed lines) of half-hourly gross primary production (GPP) with photosynthetic photon flux density (PPFD) for a 10-day block (1 May to 10 May 2009, Julian days 121 to 130) for the choice of informative prior distributions.

### 3.3.4 Some issues and limitations of this study in estimating uncertainty using the NRH model

The Bayesian approach applied to the NRH model is a solid method to quantify the model parameters and their uncertainty. The 10-day block although suited for the purpose of this study, is insufficient to incorporate the effects of more rapid changes (day to day) in soil moisture and nutrient levels in the NRH model. In principle, these rapid changes could be incorporated by daily estimation of the NRH parameters (Aubinet et al., 2012; Gilmanov et al., 2013), although this could not be achieved in this study due to the lack of continuous high quality, half-hourly NEE data. The temporal variation in soil moisture and nutrient level for the study site should be investigated further. This may help to select an optimum block size where the within-block variation is limited. The availability of continuous high quality NEE data, however, may impose further constraints on the selection of an optimum block size.

The residual term $\varepsilon_i$ in Eq 3.6 contains the model representation error and
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**Figure 3.6** Median (solid lines) and 95% credible intervals (dashed lines) of the posterior distributions of the NRH parameters when using informative prior distributions for each 10-day block during the growing season in 2009. The x axis is the first Julian day of each 10-day block. The y axis represents NRH parameter. Information about the NRH parameters is given in Table 3.1.
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Figure 3.7  As Fig. 3.6 when using non-informative prior distributions. To help visualization of $A_{\text{max}}$ we have added a subfigure (f) with the spikes removed (i.e., without the blocks of Julian days 91–100, 281–290, and 291–300).
the random measurement error. We were unable to separate \( \varepsilon_i \) into these two components. It is possible to calculate the random measurement error using the paired-measurement approach (Richardson et al., 2006b). Richardson et al. (2008) compared the random measurement error in NEE to \( \varepsilon_i \), and concluded that \( \varepsilon_i \) is mainly due to the random measurement error. We assumed the same to hold for our study, although we could not evaluate this using the paired-measurement approach. Model representation errors included, for example, the fact that we have not parameterized respiration separately for day and night, or separately for vegetation and soil. Vegetation respiration depends also upon other factors, such as irradiance (Sun et al., 2015), photorespiration (because it is nearly proportional to GPP) and produced CO\(_2\) that remains in the trees (Teskey et al., 2008). It is not feasible to model all these processes separately. Thus our model can be expected to contain some representation errors.

Systematic errors also result in uncertainty in NEE measurements (Moncrieff et al., 1996; Aubinet et al., 2012). We have applied the Foken classification system (Sect. 3.2.1) to filter out the low quality NEE measurements that contain high systematic errors. This reduced the effect of systematic errors on the posterior prediction of NRH parameters and on the model residuals. A source of systematic error that we could not account for was storage of CO\(_2\) below the measurement height during stable conditions at
3.4 Conclusions

The study concluded that the choice of informative and non-informative prior distributions of the NRH model parameters led to similar posterior distributions for both GPP and NEE. Obtaining informative priors is time consuming because the values of each parameter are not explicitly mentioned in the literature. Informative priors also require the acquisition of information on species or site specific values of photosynthetic capacity at light saturation ($A_{\text{max}}$) and ecosystem respiration at reference temperature ($r_0$) parameter. As an alternative, non-informative priors can be obtained with proper constraints using minimum information on the NRH parameters such as the positivity of $A_{\text{max}}$. Therefore, non-informative priors can be used for any species type irrespective of study sites. These findings are valuable to conduct uncertainty analysis across a larger sample of sites with different GPP characteristics, e.g., by obtaining NEE and other meteorological data from the FLUXNET database. The downside of non-informative prior is the production of spikes
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in the posterior of $A_{\text{max}}$ for some days in this study. Therefore, if such values are of interest in a particular study (e.g., photosynthetic nitrogen use efficiency that relies on the ratio of $A_{\text{max}}$ and leaf nitrogen) then informative prior should be used.

The estimates of the NRH model parameters were obtained for 10-day blocks. The values of the posterior parameters and their variation over time could provide further understanding of how the forest responds to factors not included in the model, such as soil moisture, nutrition or tree age.

Quantifying uncertainty estimates as empirical distributions in half-hourly gross primary production (GPP) was implemented in the Bayesian framework using the non-rectangular hyperbola (NRH) model. These uncertainty estimates were provided at daily time steps. The approach could be extended to include the uncertainty in meteorological forcing, in particular photosynthetic photon flux density and air temperature. The distributions in half-hourly GPP can be further used to obtain distributions at any desired time steps, such as 8-day and monthly. The uncertainty in GPP estimated in this study can be used further to quantify the propagated uncertainty in the validation of satellite GPP products such as MODIS 17 or process-based simulators such as BIOME-BGC. Although we focussed on quantifying the uncertainty in GPP partitioning, our approach could also be used to either estimate $R_{\text{eco}}$ or fill missing NEE data and this will be achieved in the future study.
Appendix A

Potential scale reduction factor

The Gelman-Rubin potential scale reduction factor (PSRF) diagnostic uses an analysis of variance approach to evaluate convergence (Brooks and Gelman, 1998). Let \( m \) be the number of Markov chains and \( n \) be the length of each chain. For a parameter \( \beta \), the simulations can be labelled as \( \beta_{ij} (i = 1, 2, ..., n; j = 1, 2, ..., m) \). Within-chain variance \( W \) is calculated as the mean of the variances of each chain as:

\[
W = \frac{1}{m} \sum_{j=1}^{m} s_j^2, \quad \text{where} \quad s_j^2 = \frac{1}{n-1} \sum_{i=1}^{n} (\beta_{ij} - \overline{\beta}_j)^2, \quad \overline{\beta}_j = \frac{1}{n} \sum_{i=1}^{n} \beta_{ij}. \quad (A3.1)
\]

Between-chain variance \( B \) is based on \( n \times m \) samples pooled together:

\[
B = \frac{n}{m-1} \sum_{j=1}^{m} (\overline{\beta}_j - \overline{\beta}_.)^2, \quad \text{where} \quad \overline{\beta}_. = \frac{1}{m} \sum_{j=1}^{m} \overline{\beta}_j. \quad (A3.2)
\]

The variance of the stationary distribution is estimated as a weighted average of \( W \) and \( B \):

\[
\tilde{\text{Var}}(\beta) = \frac{n-1}{n} W + \frac{1}{n} B. \quad (A3.3)
\]

The potential scale reduction factor (PSRF) is estimated as:

\[
\tilde{R} = \sqrt{\frac{\tilde{\text{Var}}(\beta)}{W}}. \quad (A3.4)
\]

If the PSRF is close to 1, this can be concluded that each of \( m \) Markov chains of \( n \) simulated observations of \( \beta \) is close to the target distribution. For practical purpose the convergence is assumed if PSRF < 1.05 (Lunn et al., 2000). We estimated PSRF for each non-rectangular hyperbola (NRH) parameter and precision of likelihood \( (\tau_e) \) using CODA package (Plummer et al., 2015) for the R Programming Language and Environment (R Core Team, 2014). NRH parameters are degree of curvature \( (\theta) \), quantum yield \( (\alpha) \), photosynthetic capacity at light saturation \( (A_{\text{max}}) \), ecosystem respiration at reference temperature \( (r_0) \), and temperature sensitive parameter \( (k_T) \).

The PSRF is estimated with uncertainty as Markov chain lengths are finite, therefore CODA package reports the lower (50%) and the upper (97.5%) quantiles of PSRF for each NRH parameter.

Gelman-Rubin-Brooks plot to identify burn-in period

Gelman-Rubin-Brooks (GRB) plot shows the evolution of PSRF as the number of iterations increases (Brooks and Gelman, 1998). We identified the appropriate length of the burn-in for both informative and non-informative prior distributions using the following steps:
1. We generated three Markov chains for each 10-day block. Trace plots of each $\beta_i$ were generated by WinBUGS and were examined to evaluate whether the Markov chains converged approximately.

2. The Gelman-Rubin-Brooks (GRB) plot was then generated for each NRH parameter and $\tau_e$ to diagnose the convergence. The GRB plot was generated using the CODA package. Markov chains were divided into bins. The first bin contained samples from 1:50 iterations, the second bin from 1:50+$n$ ($n = 10$ in CODA), the third contains sample from 1:(50+$2n$) and so on. The lower (50%) and the upper (97.5%) quantiles of Gelman-Rubin potential scale reduction factor (PSRF) or shrink factor (Eq. A3.4) is calculated for each bin and for each NRH parameter and $\tau_e$ that is plotted against bins to generate the GRB plot. A convergence is diagnosed if both quantiles approach 1 ($1 \leq \text{PSRF} \leq 1.05$). We analysed all 154 GRB plots (22 10-day blocks $\times$ 7 estimated parameters) for both informative and non-informative priors.

3. For each GRB plot, we identified the number of iterations after which the lower and upper quantiles of PSRF become close to 1. The number of iterations varied from 500 to 6000 when informative priors were used and from 2000 to 15000 when non-informative priors were used. We adopted the upper limits 6000 and 15000 as burn-in periods to ensure that Markov chains converged to stationary distributions for any NRH parameter and $\tau_e$ and for any 10-day block.

We presented below the GRB plot of each NRH parameter only for that 10 days block where we identified the maximum number of iterations for the convergence. Fig. A3.1 shows the GRB plots in the case of informative prior distributions of the NRH parameters. It can be observed that 50th (median) and 97.5th percentile of PSRF become close to 1 ($1 \leq \text{PSRF} \leq 1.05$) after 6000 iterations for the NRH parameters $\alpha$ and $\theta$ (“theta” and “alfa” respectively in the figure). This shows the convergence of Markov chains after 6000 iterations. For other NRH parameters, Markov chains converge before 6000.
3.5. Appendices

**Figure A3.1** Gelman-Rubin-Brooks (GRB) plot of each NRH parameter for 8th September to 17th September 2009 (Julian days 251 to 260) for the choice of informative prior distributions. “alfa”, “Amax”, “kt”, “R0”, and “theta” correspond to α, θ, A_max, r_0, k_T, and τ_e respectively. “sigma” and “taue” correspond to standard deviation (σ) and precision (τ_e) of the normal distribution of likelihood. Note that τ_e = 1/σ^2. Information about the NRH parameters is given in Table 3.1.

Fig. A3.2 shows the GRB plots in the case of non-informative prior distributions of the NRH parameters. It can be observed that 50th (median) and 97.5th percentile of PSRF become close to 1 (1 ≤ PSRF ≤ 1.05) after 15000 iterations for the NRH parameter θ (“theta” in the figure). This shows the convergence of Markov chains after 15000 iterations. For other NRH parameters, Markov chains converge before 15000.
3. Partitioning of GPP from flux tower measurements of NEE

Figure A3.2 Gelman-Rubin-Brooks (GRB) plot of each non-rectangular hyperbola (NRH) parameter for 21st May to 30th September 2009 (Julian days 141 to 150) for the choice of non-informative prior distributions. "alfa", "Amax", "kt", "R0", and "theta" correspond to $\alpha$, $\theta$, $A_{\text{max}}$, $r_0$, $k_T$, and $\tau_e$ respectively. "sigma" and "taue" correspond to standard deviation ($\sigma$) and precision ($\tau_e$) of the normal distribution of likelihood. Note that $\tau_e = 1/\sigma^2$. Information about the NRH parameters is given in Table 3.1.
Trace plots for the NRH parameters after burn-in periods

Figure A3.3  Trace plots of three Markov chains of 10000 post burn-in iterations for each NRH parameter and precision of $\tau$ for a 10-day block (1st May to 10th May 2009, Julian days 121 to 130). alfa, theta, Amax, R0, kt, and tau correspond to $\alpha$, $\theta$, $A_{\text{max}}$, $r_0$, $k_T$ and $\tau$ respectively. Information about the NRH parameters is given in Table 3.1.
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PSRF for the NRH parameters after burn-in period

Table A3.1  50 and 97.5 percentile of potential scale reduction factor (PSRF) calculated for quantum yield ($\alpha$), degree of curvature ($\theta$), photosynthetic capacity at light saturation ($A_{max}$), ecosystem respiration at reference temperature ($r_0$), and temperature sensitive parameter ($k_T$) and precision of likelihood ($\tau_e$) after burn-in period for the choice of informative and non-informative prior distributions for a 10-day block (1st May to 10th May 2009, Julian days 121 to 130).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Informative prior distributions</th>
<th>Non-informative prior distributions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50%</td>
<td>97.5%</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$\theta$</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$A_{max}$</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$r_0$</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$k_T$</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$\tau_e$</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Variation in daily gross primary production (GPP) during growing season

Figure A3.4  Median (solid line) and 95% credible intervals (dashed lines) of daily GPP distributions during the growing season of 2009 (1st April to 31st October 2009, Julian days 91 to 304) for the choice of non-informative prior distribution.
Histogram of 10 days sum of daily GPP

Figure A3.5  Distributions of sum of daily GPP for each of three 10-day blocks 91-100, 281-290, and 291-300.

For informative prior distributions

For non-informative prior distributions
Appendix B: Model file for WinBUGS

Model file specification for informative prior distributions of non-rectangular hyperbola (NRH) model parameters:

```r
model
{
  for(i in 1:n)
  {
    ## normal distribution on likelihood with precision `taue`
    y[i] ~ dnorm(mu[i], taue)
    ## likelihood
    mu[i] <- (0.5/theta) * (alfa * x1[i] + Amax - sqrt(pow((alfa * x1[i] + Amax), 2) - 4 * alfa * Amax * theta * x1[i]) - R0 * exp(kt * x2[i])
  }
  ## gamma distribution on `taue`
  taue ~ dgamma(0.001, 0.001)
  ## calculation of standard deviation `sigma` from precision `taue`
  sigma <- 1/sqrt(taue)
  ## informative priors of NRH parameters
  alfa ~ dnorm(0.0022, 2295684.114)
  theta ~ dbeta(10, 3)
  Amax ~ dgamma(4, 2.5)
  kt ~ dgamma(4, 120)
  R0 ~ dbeta(2, 64)
}
```

Model file specification for non-informative prior distributions of NRH model parameters:

```r
model
{
  for(i in 1:n)
  {
    y[i] ~ dnorm(mu[i], taue)
    mu[i] <- (0.5/theta) * (alfa * x1[i] + Amax - sqrt(pow((alfa * x1[i] + Amax), 2) - 4 * alfa * Amax * theta * x1[i]) - R0 * exp(kt * x2[i])
  }
  taue ~ dgamma(0.001, 0.001)
  sigma <- 1/sqrt(taue)
  ## non-informative priors of NRH parameters with constraints
  alfa ~ dnorm(0, 0.001) I(0,)
  theta ~ dnorm(0, 0.001) I(0,1)
  Amax ~ dnorm(0, 0.001) I(0,)
  kt ~ dnorm(0, 0.001) I(0,)
```
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Where \( n \) is number of data points, \( y \) is half-hourly NEE data, \( x_1 \) is half-hourly photosynthetic photon flux density (PPFD), \( x_2 \) is half-hourly air temperature \( (T_a) \). \( \alpha \), \( \theta \), \( A_{\text{max}} \), \( k_T \), and \( R_0 \) correspond to NRH parameter \( \alpha \) (quantum yield), \( \theta \) (degree of curvature), \( A_{\text{max}} \) (photosynthetic capacity), \( r_0 \) (ecosystem respiration at reference temperature), \( k_T \) (temperature sensitive parameter) respectively.
Bayesian integration of flux tower data into BIOME-BGC

Abstract

Parameters of a process-based forest growth simulator are difficult or impossible to obtain from field observations. Reliable estimates can, however, be obtained using calibration against observations of output and state variables. In this study, we present a Bayesian framework to calibrate the widely used process-based simulator BIOME-BGC against estimates of gross primary production (GPP) data. We used GPP partitioned from flux tower measurements of a net ecosystem exchange over a 55 year old Douglas fir stand as an example. The uncertainties of both the BIOME-BGC parameters and the simulated GPP were estimated. The calibrated parameters leaf and fine root turnover (LFRT), ratio of fine root carbon to leaf carbon (FRC:LC), ratio of carbon to nitrogen in leaf (C:NC\textsubscript{leaf}), canopy water interception coefficient (W\textsubscript{int}), fraction of leaf nitrogen in Rubisco (FLNR), and soil rooting depth (SD) characterize the photosynthesis and carbon and nitrogen allocation in the forest. The calibration improved the root mean square error and enhanced Nash-Sutcliffe efficiency between simulated and flux tower daily GPP compared to the uncalibrated BIOME-BGC. Nevertheless, the seasonal cycle for flux tower GPP was not reproduced exactly, and some overestimate in spring and underestimate in summer remained after calibration. Further analysis showed that, although simulated GPP was time dependent due to carbon allocation, it still followed the variability of the meteorological forcing closely. We hypothesized that the phenology exhibited a seasonal cycle that was not accurately reproduced by the simulator. We investigated this by allowing the parameter values to vary month-by-month. Time varying parameters substantially improved the simulated GPP as compared to GPP obtained with constant parameters. The time varying estimation also revealed a seasonal change in parameter values that determine phenology, and in parameters that determine soil water availability. It was concluded that Bayesian calibration approach can reveal features of the modelled physical processes, and identify aspects of the process simulator that are too rigid.

Keywords: Process-based simulator, BIOME-BGC, gross primary production, Bayesian calibration, uncertainty estimation.
4.1 Introduction

Forest ecosystems play an important role in the global carbon cycle by controlling atmospheric CO$_2$ level. Knowledge of gross primary production (GPP) for forest ecosystems is indispensable for the estimation of forest carbon storage. Process-based forest simulators (PBS) evaluate forest ecosystem activity by simulating different physiological plant responses to climatic conditions, atmospheric properties and plant structures (Constable and Friend, 2000; Running, 1994).

A PBS requires input parameters that distinguish different vegetation types by their physiological and morphological characteristics. Implementation of a PBS for specific sites is complicated by the large number of parameters for plants, the soil and the atmosphere. Field measurements of PBS parameters are difficult or impossible leading to incomplete knowledge of site specific parameters for the occurring species. In practice practitioners often rely on the literature for values of the PBS parameters (Mäkelä et al., 2000; Hartig et al., 2012).

A systematic adjustment of PBS parameters are required within the margins of the uncertainty so that the simulated outputs (e.g., GPP) satisfy pre-agreed criteria. This adjustment of a simulator parameters is called calibration. Calibration is often performed to obtain single optimized values of the parameters without the quantification of uncertainty in the parameters and the simulated outputs. Quantification of uncertainty is important for both scientific and practical purposes (Bastin et al., 2013; He et al., 2014; Hamm et al., 2015b).

The Bayesian framework provides a coherent method for calibrating a PBS (van Oijen et al., 2005; Reinds et al., 2008; van Oijen et al., 2011) and involves the identification of uncertainty in the parameters from the available information. This uncertainty is expressed as the prior probability distributions of the parameters. Independent observations of the variables corresponding to the PBS outputs (e.g., GPP) are used to update the prior probability distributions by means of Bayes rule. This updating generates the posterior probability distributions of the parameters, which can be summarized as medians and 95% credible intervals as the quantification of uncertainty. Hence the Bayesian framework combines prior probability distributions of the parameters and the observations to quantify uncertainty in the parameters and the PBS outputs.

In this study, a widely used simulator BIOME-BGC (Thornton, 1998) was calibrated in a Bayesian framework for the single output variable, GPP. A systematic search of the literature was used to construct the prior probability distributions on the BIOME-BGC parameters (Raj et al., 2014). A time series of daily flux tower GPP, which had been partitioned from the flux tower measurements of net ecosystem exchange, provided independent observations of GPP (Raj et al., 2016). We used flux tower GPP to update the priors of BIOME-BGC parameters. BIOME-BGC simulates GPP at daily time-step and it updates its memory between days (White et al., 2000; Thornton, 2010). This memory corresponds to the mass (amount of carbon) stored in different components of the vegetation, litter, and soil. This study further
investigated the effect of BIOME-BGC memory to reproduce the seasonal cycle of GPP by means of Bayesian calibration.

The objective of this study was to quantify the uncertainty in BIOME-BGC input parameters and simulated GPP by integrating flux tower GPP into BIOME-BGC in a Bayesian framework. We obtained the posterior BIOME-BGC parameters: (a) that do not vary over the entire study period; and (b) that vary at the monthly time-steps. The monthly variation in posterior parameters allowed us to ‘overrule’ the simulated mass storage by those of a simulation with different parameter values. This enabled us to evaluate which part of the memory of the BIOME-BGC needs improvement.

4.2 Site description

Calibration of BIOME-BGC was performed at the Speulderbos forest site, which is located at 52°15′08″ N, 05°41′25″ E within a large forested area in the Netherlands. There is a flux tower within a dense 2.5 ha Douglas fir stand, which is a type of evergreen needleleaf species. The stand was planted in 1962. The vegetation, soil, and climate of this site have been thoroughly described elsewhere (Steingrover and Jans, 1994; van Wijk et al., 2001; Su et al., 2009; Raj et al., 2014).

4.3 Methods

4.3.1 Data and simulators

4.3.1.1 The BIOME-BGC simulator

BIOME-BGC simulates biogeochemical processes including carbon, water and nitrogen fluxes within the vegetation, litter and soil compartment of terrestrial ecosystem at a daily time steps (Running and Hunt, 1993; Thornton et al., 2002). Evapotranspiration (ET), photosynthesis and respiration (autotrophic and heterotrophic) are the main processes simulated by BIOME-BGC. Simulation of daily ET is based on the Penman-Monteith equation (McNaughton and Jarvis, 1983; Monteith and Unsworth, 2008), which simulates ET as a function of incoming radiation, vapour pressure deficit (VPD) and the conductance associated with the evaporative surface. The photosynthetic routine uses Farquhar’s biochemical model to estimate GPP (Farquhar et al., 1980; Thornton et al., 2002), which is the overall fixation of carbon. GPP is estimated independently for the sunlit and shaded canopy fractions. Final GPP is the sum of the contributions of the sunlit and shaded canopy fractions. GPP is a function of temperature, vapour pressure deficit, soil water content, solar radiation, atmospheric CO$_2$ concentration, leaf area index and leaf nitrogen concentration (Churkina and Running, 1998). The photosynthesis routine adds carbon to the system, which is removed from the system through respiration. Respiration routine computes autotrophic respiration as the sum of maintenance and growth respiration. Maintenance respiration is calculated as a function of leaf and root nitrogen concentration and tissue temperature.
Growth respiration is the proportion of total new carbon allocated to growth. Heterotrophic respiration is the release of carbon through the process of decomposition of both litter and soil.

BIOME-BGC requires site characteristics, daily meteorological data, and ecophysiological parameters as inputs. The site characteristics include soil texture (percentage of sand, silt, and clay), elevation, latitude, shortwave albedo, wet and dry atmospheric deposition of nitrogen, symbiotic and asymbiotic fixation of nitrogen, and the effective soil rooting depth. We took the site characteristics data at Speulderbos from Raj et al. (2014). The meteorological data include daily minimum temperature (Tmin), daily maximum temperature (Tmax), the average daytime temperature (Tday), daily total precipitation, the daylight average shortwave radiant flux density (srad), the daylight average vapour pressure deficit (VPD) and the daylength from sunrise to sunset. We collected half-hourly temperature, prcp, srad, and relative humidity (RH) for each day in 2009 from the Speulderbos flux tower and daily values were obtained by the half hourly measurements. We derived VPD from relative humidity (RH) using the procedure described in Monteith and Unsworth (1990). BIOME-BGC requires 35 ecophysiological parameters for evergreen needleleaf forest/species (Table 4.1) and we obtained the prior uncertainty (expressed as a probability distribution) in each parameter for Speulderbos from Raj et al. (2014).

4.3.1.2 Flux tower GPP data

We used daily observed data of net ecosystem exchange NEE to predict GPP at Speulderbos for the growing season (April to October) of 2009. To predict GPP, half-hourly GPP were separated from flux tower measurements of half-hourly net ecosystem exchange at Speulderbos site using non-rectangular hyperbola (NRH) model (Gilmanov et al., 2003). The estimation of the NRH model parameters was performed in a Bayesian framework that yielded posterior distributions of the NRH parameters and posterior predictions of GPP and its associated uncertainty (see Raj et al., 2016, for details). NEE was measured every half hour, leading to half-hourly predictions of GPP. These half-hourly values were summed to yield daily values of GPP and its associated uncertainty.

4.3.2 Bayesian modelling

4.3.2.1 Bayes rule

Bayesian calibration begins with Bayes rule (Gelman et al., 2013):

\[
p(\theta|z) = \frac{p(z|\theta)p(\theta)}{p(z)} \propto \text{likelihood} \times \text{prior}.
\]

The terms in Eq. 4.1 are:

- \(p(\theta|z)\) is the prior probability density function (pdf) of the PBS parameters (e.g., FLNR, soil depth), contained in the vector \(\theta\):
4. Bayesian integration of flux tower data into BIOME-BGC

- \( p(z|\theta) \) is the conditional probability of observing the data \( z \) given \( \theta \) and is called the likelihood function. The vector \( z \) contains the independent observations of GPP, separated from NEE (see Sect. 4.3.1.2);
- \( p(z) \) is the normalization constant, which is independent of \( \theta \);
- \( p(\theta|z) \) is the posterior pdf of \( \theta \) given the observed data.

The likelihood function is determined by the probability distribution of the residuals \( e = (e_1, e_2, ..., e_n) \), which are the difference between \( y = (y_1, y_2, ..., y_n) \) and \( p(z) \):

\[
e_t = z_t - y_t, \quad t = 1, 2, ..., n
\]  

(4.2)

where \( y \) denotes the simulated GPP (i.e., the output from the PBS). The residuals include the observation error and the simulator inadequacy, which arises due to the fact that the simulated output does not represent the true value of the process even if \( \theta \) are known with no uncertainty (Kennedy and O’Hagan, 2001).

The posterior pdf in Eq. 4.1 cannot be obtained analytically for most practical problems. Inference is performed using the unnormalized density (Gelman et al., 2013) using Markov chain Monte Carlo (MCMC) simulation (Metropolis et al., 1953; Hastings, 1970; Gelfand and Smith, 1990; Vrugt et al., 2009; Gelman et al., 2013; Vrugt, 2016), as described in Sect. 4.3.2.2.

4.3.2.2 Differential Evolution Adaptive Metropolis (DREAM)

We adopted the DREAM algorithm proposed by Vrugt et al. (2008, 2009) to implement MCMC. DREAM stands for Differential Evolution Adaptive Metropolis. DREAM runs \( N \) different Markov chains in parallel for each \( \theta_j \). Let the vector of simulator parameters \( \theta = (\theta_1, \theta_2, \theta_3, ..., \theta_d) \). The current state of the \( i^{th} \) chain is given by single \( d \)-dimensional parameter vector \( \theta(i) \).

The following steps explain briefly the DREAM algorithms.

1. For each chain \( i \) (\( i = 1, 2, 3, ..., N \)), an arbitrary starting point \( \theta(i) \) from the prior pdf of the parameters are sampled.

2. A simulator is run at the starting points and the likelihood \( p(z|\theta(i)) \) (\( i = 1, 2, 3, ..., N \)) is obtained. The density \( p(\theta(i)|z) \) is then obtained for each chain:

\[
p(\theta(i)|z) = p(\theta(i)) \times p(z|\theta(i))
\]

\[
= \left\{ p(\theta_1^{(i)}) \cdot p(\theta_2^{(i)}) \cdot ... \cdot p(\theta_d^{(i)}) \right\} \times p(z|\theta(i))
\]  

(4.3)

The choice of likelihood and prior pdf of \( \theta \) for BIOME-BGC are explained in Sect. 4.3.3.2 and 4.3.3.1.

3. For \( i = 1, 2, 3, ..., N \):

   a) A candidate point \( \theta^{(i)*} \) in chain \( i \) is generated from the randomly chosen pairs of chains:

\[
\theta^{(i)*} = \theta(i) + (1_d + \lambda_\delta)\gamma(\delta, d) \left( \sum_{k=1}^{\delta} \theta^{(k)} - \sum_{i=1}^{\delta} \theta^{(i)} \right) + \zeta_d
\]  

(4.4)
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and

\[ \gamma = 2.38/\sqrt{2\delta d} \]

where \( \delta \) is the number of chain pairs used to generate the candidate point, \( \theta^{(k)} \) and \( \theta^{(l)} \) are randomly selected from the state of other chains; \( k, l \in (1, 2, \ldots, N) \) and \( k \neq l \neq i \). The values of \( \lambda_d \) and \( \zeta_d \) are sampled from the uniform distribution \( U(-b, b) \) and the normal distribution \( N(0, c) \) respectively. The typical default values of \( \delta = 3, b = 1, \) and \( c = 10^{-6} \). \( \gamma \) is the jump-size, whose value depends on \( \delta \) and \( d \). DREAM implements a randomized subspace sampling, i.e., all dimensions of \( \theta^{(i)} \) are not updated jointly and some dimensions of \( \theta^{(i)} \) are reset to those of \( \theta^{(i)} \). The value of \( \gamma \) is, therefore, obtained with \( d' \), the number of dimensions updated jointly.

b) The simulator is run at the candidate point \( \theta^{(i)*} \) and the density \( p(\theta^{(i)*}|z) = p(\theta^{(i)*}) \times p(z|\theta^{(i)*}) \).

c) The Metropolis ratio is given as \( p(z|\theta^{(i)*})/p(z|\theta^{(i)}) \)

d) The candidate point \( \theta^{(i)*} \) is accepted if the Metropolis ratio is larger than an acceptance criterion, which is a random number generated from the uniform distribution between 0 and 1. This may allow acceptance of \( \theta^{(i)*} \) with a lower likelihood than the current candidate point.

e) If the candidate point is accepted: \( \theta^{(i)} = \theta^{(i)*} \), otherwise it remains at \( \theta^{(i)} \).

4. All \( N \) Markov chains evolve in parallel for \( T \) times by repeating Step 3. In order to perform inference using the Markov chains it is important that the chains have converged to a stationary distribution that is independent of their initial values. This is evaluated using diagnostic statistics and diagnostic plots, as described in Sect. 4.3.3.3. Unconverged chains are discarded as “burn-in” and the post burn-in samples are then used to conduct inference on each \( \theta_j \). The post burn-in samples are then used to conduct inference on each \( \theta_j \). For example median and 95\% credible interval can be obtained over these samples. A simulator is run on the posterior distributions of \( \theta \) to get the uncertainty in the simulated output (e.g., GPP for BIOME-BGC). The choice of \( N, T, \) and burn-in period are discussed in Sect. 4.3.3.3. The convergence diagnostic of Markov chains are also explained further in Sect. 4.3.3.3.

4.3.3 Implementation of DREAM for BIOME-BGC

4.3.3.1 Prior distributions of the BIOME-BGC parameters

The computational load of Bayesian calibration of a simulator can be reduced by excluding those input parameters that have negligible influence on the simulated output (Xenakis et al., 2008; van Oijen et al., 2013; Minunno et al.,
4. Bayesian integration of flux tower data into BIOME-BGC

2013). BIOME-BGC requires 35 ecophysiological parameters for evergreen needleleaf species (Table 4.1), each having a varying degree of influence on the simulated GPP. Raj et al. (2014) conducted variance-based sensitivity analysis (VBSA) of BIOME-BGC at Speulderbos to investigate the sensitivity of simulated GPP to the ecophysiological parameters and the effective soil rooting depth. They treated soil rooting depth as a parameter. For VBSA, they identified the uncertainty in each ecophysiological parameter and the soil depth in the form of pdfs. They found that GPP is mainly sensitive to 5 ecophysiological parameters and the soil rooting depth, while others were found to have negligible influence on simulated GPP. In this study, we included these 6 input parameters (highlighted in Table 4.1) for calibration, whose prior pdfs were assumed identical to that identified by Raj et al. (2014). Other input parameters were fixed at the mean value of the distribution provided by Raj et al. (2014).

4.3.3.2 The likelihood

Recall from Sect. 4.3.2.1 that the likelihood is determined by the pdf of the residuals, $e_t = z_t - y_t$ (Eq. 4.2). Hence, the likelihood function evaluates how well the BIOME-BGC simulated GPP, $y$, is able to reproduce the data, $z$. The likelihood function typically defined assuming that the residuals are independent and identically normally distributed (van Oijen et al., 2005; Svensson et al., 2008; Reinds et al., 2008; Braakhekke et al., 2013; Starrfelt and Kaste, 2014). This assumes that the simulator models perfectly the temporal profile of GPP leaving no residual temporal correlation in the residuals from the time series. This assumption may not be correct.

BIOME-BGC simulates the time series of GPP at daily time steps. We relaxed the assumption that the temporal profile of simulated GPP perfectly follows the flux tower GPP and modelled the temporal correlation in the residuals. We adopted a likelihood that assumes the residuals follow an autoregressive process of order one (Vrugt, 2016), given as:

$$p_{log}(\mathbf{z}|\theta) = -\frac{n}{2} \log(2\pi) + \frac{1}{2} \log \left( 1 - \phi^2 \right) - \frac{1}{2} \left( 1 - \phi^2 \right) \hat{\sigma}_t^2 - \sum_{t=2}^{n} \log(\hat{\sigma}_t)$$

$$- \frac{1}{2} \sum_{t=2}^{n} \left( \frac{e_t - \phi e_{t-1}}{\hat{\sigma}_t} \right)^2$$

(4.5)

where $\phi$ and $\hat{\sigma}$ are nuisance parameters that are inferred jointly with $\theta$. The parameter $|\phi| < 1$ accounts for the temporal correlation in the residuals, $e$ and $\phi = 0$ means that there is no temporal correlation. We evaluated whether the posterior distribution $\phi$ were different from zero (Sect. 4.4.1).

Eq. 4.5 gives the likelihood on the logarithmic scale. This improves numerical stability by avoiding rounding errors in the computation. $n$ is the length of the vectors $\mathbf{z}$ and $\mathbf{y}$.
Table 4.1  35 ecophysiological parameters needed to run BIOME-BGC for Douglas fir (evergreen needleleaf species). Mean values/distributions were taken from Raj et al. (2014). The ecophysiological parameters highlighted in bold and the soil rooting depth were included in a Bayesian calibration. $U$(min, max), $N$(mean, standard deviation), $B$(shape1, shape2) represent uniform, normal, and beta distribution respectively.

<table>
<thead>
<tr>
<th>Ecophysiological parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Mean value/distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaf and fine root turnover</td>
<td>LFRT</td>
<td>1 yr $^{-1}$</td>
<td>$U$(0.196, 0.5)$^1$</td>
</tr>
<tr>
<td>Annual live wood turnover fraction</td>
<td>LWT</td>
<td>1 yr $^{-1}$</td>
<td>0.70</td>
</tr>
<tr>
<td>Annual whole-plant mortality fraction</td>
<td>WFM</td>
<td>1 yr $^{-1}$</td>
<td>0.005</td>
</tr>
<tr>
<td>Annual fire mortality fraction</td>
<td>FM</td>
<td>1 yr $^{-1}$</td>
<td>0.005</td>
</tr>
<tr>
<td>new fine root C : new leaf C</td>
<td>FRC:LC</td>
<td>kg C (kg C)$^{-1}$</td>
<td>$U$(0.78, 2.16)$^1$</td>
</tr>
<tr>
<td>new stem C : new leaf C</td>
<td>SC:LC</td>
<td>kg C (kg C)$^{-1}$</td>
<td>2.391</td>
</tr>
<tr>
<td>new live wood C : new total wood C</td>
<td>LWC:TWC</td>
<td>kg C (kg C)$^{-1}$</td>
<td>0.071</td>
</tr>
<tr>
<td>new croot C : new stem C</td>
<td>CRC:SC</td>
<td>kg C (kg C)$^{-1}$</td>
<td>0.262</td>
</tr>
<tr>
<td>Current growth proportion</td>
<td>CGP</td>
<td>Prop.</td>
<td>0.5</td>
</tr>
<tr>
<td>C:N of leaves</td>
<td>C:Nleaf</td>
<td>kg C (kg N)$^{-1}$</td>
<td>$N$(26.731, 3.731)$^1$</td>
</tr>
<tr>
<td>C:N of leaf litter, after retranslocation</td>
<td>C:Nlit</td>
<td>kg C (kg N)</td>
<td>31.625</td>
</tr>
<tr>
<td>C:N of fine roots</td>
<td>C:Nfr</td>
<td>kg C (kg N)</td>
<td>54.8</td>
</tr>
<tr>
<td>C:N of live wood</td>
<td>C:Nlw</td>
<td>kg C (kg N)</td>
<td>54.8</td>
</tr>
<tr>
<td>C:N of dead wood</td>
<td>C:Ndw</td>
<td>kg C (kg N)</td>
<td>1029.5</td>
</tr>
<tr>
<td>Leaf litter labile proportion</td>
<td>Llab</td>
<td>Unitless</td>
<td>0.644</td>
</tr>
<tr>
<td>Leaf litter cellulose proportion</td>
<td>Lcel</td>
<td>Unitless</td>
<td>0.201</td>
</tr>
<tr>
<td>Leaf litter lignin proportion</td>
<td>Llig</td>
<td>Unitless</td>
<td>0.155</td>
</tr>
<tr>
<td>Fine root labile proportion</td>
<td>FRlab</td>
<td>Unitless</td>
<td>0.527</td>
</tr>
<tr>
<td>Fine root cellulose proportion</td>
<td>FRcel</td>
<td>Unitless</td>
<td>0.378</td>
</tr>
<tr>
<td>Fine root lignin proportion</td>
<td>FRlig</td>
<td>Unitless</td>
<td>0.095</td>
</tr>
<tr>
<td>Dead wood cellulose proportion</td>
<td>DWcel</td>
<td>Unitless</td>
<td>0.772</td>
</tr>
<tr>
<td>Dead wood lignin proportion</td>
<td>DWlig</td>
<td>Unitless</td>
<td>0.228</td>
</tr>
<tr>
<td>Canopy water interception coefficient</td>
<td>$W_{int}$</td>
<td>1 LAI$^{-1}$ day$^{-1}$</td>
<td>$N$(0.04, 0.02)$^1$</td>
</tr>
<tr>
<td>Canopy light extinction coefficient</td>
<td>k</td>
<td>Unitless</td>
<td>0.453</td>
</tr>
<tr>
<td>All-sided to projected leaf area ratio</td>
<td>LAI_all:proj</td>
<td>LAI LAI$^{-1}$</td>
<td>2.572</td>
</tr>
<tr>
<td>Canopy average specific leaf area</td>
<td>SLA</td>
<td>m$^2$ (kg C)$^{-1}$</td>
<td>14.65</td>
</tr>
<tr>
<td>Ratio of shaded SLA:sunlit SLA</td>
<td>SLA_shd:sun</td>
<td>SLA SLA$^{-1}$</td>
<td>2.0</td>
</tr>
<tr>
<td>Fraction of leaf N in Rubisco</td>
<td>FLNR</td>
<td>Unitless</td>
<td>$B$(25.67, 756.28)$^1$</td>
</tr>
<tr>
<td>Maximum stomatal conductance</td>
<td>$g_{max}$</td>
<td>m s$^{-1}$</td>
<td>0.00051</td>
</tr>
<tr>
<td>Cuticular conductance</td>
<td>$g_{cut}$</td>
<td>m s$^{-1}$</td>
<td>0.000051</td>
</tr>
<tr>
<td>Boundary layer conductance</td>
<td>$g_{bl}$</td>
<td>m s$^{-1}$</td>
<td>0.075</td>
</tr>
<tr>
<td>Leaf water potential: start of conductance reduction</td>
<td>LWP$_t$</td>
<td>Mpa</td>
<td>-0.647</td>
</tr>
<tr>
<td>Leaf water potential: complete conductance reduction</td>
<td>LWP$_f$</td>
<td>Mpa</td>
<td>-2.487</td>
</tr>
<tr>
<td>Vapor pressure deficit: start of conductance reduction</td>
<td>VPD$_t$</td>
<td>Pa</td>
<td>610.0</td>
</tr>
<tr>
<td>Vapor pressure deficit: complete conductance reduction</td>
<td>VPD$_f$</td>
<td>Pa</td>
<td>3130.0</td>
</tr>
</tbody>
</table>

Site characteristic
| Effective soil Depth | SD | meter | $U$(0.4, 2)$^1$ |
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4.3.3.3 Posterior prediction of BIOME-BGC parameters and GPP

We implemented DREAM algorithm in MATLAB version R2015b. The DREAM toolbox was provided by its developer, Jasper A. Vrugt, University of California, Davis, USA. Technical details of the DREAM toolbox are provided by Vrugt (2016).

We used $N = 10$ Markov chains with $T = 15000$ iterations for each chain. This produced $150000 \ (N \times T)$ posterior samples for each $\theta_j \ (j = 1, 2, ..., 6$ for selected BIOME-BGC parameters for calibration). Gelman et al. (2013) and Vrugt et al. (2009) recommend discarding the first 50% of the samples as a burn-in; however, we discarded 10000 samples, in order to reduce the computation cost. This resulted in $50000 \ (N \times (T – burn-in))$ post burn-in samples for each $\theta_j$. The convergence of these post burn-in samples was evaluated using the Gelman–Rubin diagnostic (Gelman and Rubin, 1992) and through visual examination of the trace plots. The Gelman–Rubin potential scale reduction factor (PSRF) compares the between-chain and within-chain variance of the parallel Markov chains. A PSRF close to 1 indicates that the chains have converged.

The post burn-in samples created 50000 vectors of $\theta$. BIOME-BGC was run at each parameter vector using daily meteorological data of 2009 and the daily simulated GPP (posterior prediction of GPP) was evaluated and stored. This produced the distribution of daily GPP, which was summarized by the median and the 2.5 and 97.5 percentile (i.e., 95% credible interval). The 95% credible interval showed the uncertainty in the daily simulated GPP. We compared these 95% credible intervals and medians over the growing season with that of flux tower GPP.

We conducted two experiments to obtain the posterior samples of $\theta$:

1. Experiment 1: We used daily flux tower GPP for five months in the growing season (April to August 2009) to calibrate BIOME-BGC for the growing season. For calculation of the log-likelihood using Eq. 4.5, we set $n = 153$, equal to the number of days in April to August. Note that we did not include the daily flux tower GPP for September and October in the calibration and we used these data for validation of the calibrated BIOME-BGC. In this experiment, the obtained posterior samples of $\theta$ were used to simulate GPP and the associated uncertainty for each day in 2009.

2. Experiment 2: We used daily flux tower GPP for one month only, e.g., April, in the growing season to calibrate BIOME-BGC. For the likelihood calculation, we set $n = 30$, equal to the number of days in April. The obtained posterior distributions of $\theta$ were used to simulate daily GPP with the associated uncertainty for 2009. We then extracted the daily simulated GPP (with the associated uncertainty) of April only and discarded the other months in 2009. Likewise, we obtained the simulated GPP and the associated uncertainty for the other six months (May to October 2009) in the growing season. Experiment 2 resulted in seven different posterior samples of $\theta$.

For both experiments, we followed the same procedure explained in the paragraph 2 and 3 of this section.
4.3. Methods

4.3.3.4 Statistical evaluation of BIOME-BGC simulated GPP

We determined the performance of the calibration using two criteria that evaluate efficiency with which the calibrated BIOME-BGC reproduces the flux tower GPP. Both criteria provide a single measure of BIOME-BGC efficiency in simulating daily GPP over the selected period. The first criterion was the root mean square error (RMSE) between the simulated and flux tower GPP:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (z_t - y_t)^2}$$  \hspace{1cm} (4.6)

where $n$ is the number of daily flux tower GPP ($z_t$) and the simulated GPP ($y_t$). RMSE has the units of GPP. A low value of RMSE indicates the high accuracy. The second criterion was the Nash-Sutcliffe efficiency (NSE) (Nash and Sutcliffe, 1970):

$$\text{NSE} = 1 - \frac{\sum_{t=1}^{n} (z_t - y_t)^2}{\sum_{t=1}^{n} (z_t - \bar{z})^2}$$ \hspace{1cm} (4.7)

where $\bar{z}$ is the mean of the observations (flux tower GPP). NSE can range from $-\infty$ to 1. An NSE value close to 1 indicates high accuracy in the simulation of GPP. Following Dumont et al. (2014), we assumed that a NSE $\geq 0.5$ indicates adequate accuracy in the simulated GPP.

We evaluated the performance of BIOME-BGC for the following cases:

1. For Experiment 1, we obtained RMSE and NSE for the two periods: calibration period of five months (April to August) and the validation period of two months (September and October). For each period, the calculations were made for 2.5 percentiles, 97.5 percentiles, and medians. Note that the RMSE and NSE are typically evaluated at the median of the posterior predictive distribution; however, this does not evaluate the posterior uncertainty (Hamm et al., 2015a). Therefore we also calculated the RMSE and NSE for the 2.5 and 97.5 percentiles of the posterior predictive distribution of BIOME-BGC simulated GPP ($y_{2.5}$ and $y_{97.5}$) against the same percentiles for the posterior predictive distribution of flux tower GPP ($z_{2.5}$ and $z_{97.5}$).

2. For Experiment 2, we obtained RMSE and NSE for the same two periods and percentiles as stated in point 1 (above), to make a direct comparison with the results of Experiment 1.

3. To show the performance of uncalibrated BIOME-BGC, we obtained the daily simulated GPP with 95% credible intervals at the prior distributions of six selected parameters (Table 4.1). We sampled from these prior distributions to obtain 50000 parameter vectors. BIOME-BGC was run at these parameter vectors to yield the prior predictor of BIOME-BGC simulated GPP. We calculated the RMSE and NSE for the same two periods and percentiles as stated in point 1, to make a direct comparison with Experiments 1 and 2.
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Figure 4.1 Trace plot of each calibrated BIOME-BGC parameter and $\phi$ for Experiment 1. Information about the BIOME-BGC parameters is given in Table 4.1.

4.4 Results

4.4.1 Convergence of the Markov chains

The value of Gelman–Rubin PSRF was close to one for each $\theta_j$ obtained in both experiments (Table 4.2). Figs. 4.1a to 4.1f show the trace plots of each $\theta_j$ for Experiment 1. Visual inspection of the trace plots indicated that all ten Markov chains were mixed properly with each other. For Experiment 2, we also observed the convergence of the Markov chains for each $\theta_j$ in each month of the growing season (trace plots not shown here). The visual and statistical diagnostic demonstrated that each $\theta_j$ had explored its range and the obtained samples from the converged chains were the samples from the posterior distribution.

Fig. 4.1g shows the trace plot of $\phi$, accounting for the temporal correlation in the error residuals (Sect. 4.3.3.2), for Experiment 1. We observed $\phi \neq 0$ and its value ranged from 0.56 to 0.93 with a mean at 0.75. The non-zero values of $\phi$ indicated that the residuals are temporarily correlated, thus supporting our choice of likelihood function (Eq. 4.5). For Experiment 2, non-zero values of $\phi$ were also obtained in each month.
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Table 4.2 Gelman–Rubin potential scale reduction factor (PSRF) of each BIOME-BGC parameter selected for calibration and $\phi$ for experiment 1 and 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Experiment 1</th>
<th>Experiment 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>91-243</td>
<td>91-120 121-151 152-181 182-212 213-243 244-273 274-304</td>
</tr>
<tr>
<td>LFRT</td>
<td>1.05</td>
<td>1.03 1.01 1.03 1.03 1.04 1.03 1.03 1.01</td>
</tr>
<tr>
<td>FRC:LC</td>
<td>1.09</td>
<td>1.02 1.01 1.01 1.04 1.06 1.02 1.01 1.01</td>
</tr>
<tr>
<td>C:N_leaf</td>
<td>1.04</td>
<td>1.02 1.02 1.01 1.04 1.04 1.03 1.03 1.03</td>
</tr>
<tr>
<td>$W_{int}$</td>
<td>1.02</td>
<td>1.01 1.01 1.02 1.06 1.03 1.04 1.03 1.01</td>
</tr>
<tr>
<td>FLNR</td>
<td>1.04</td>
<td>1.04 1.02 1.01 1.05 1.06 1.02 1.02 1.01</td>
</tr>
<tr>
<td>SD</td>
<td>1.04</td>
<td>1.03 1.02 1.02 1.03 1.1 1.02 1.02 1.02</td>
</tr>
<tr>
<td>$\phi$</td>
<td>1.02</td>
<td>1.03 1.01 1.01 1.03 1.03 1.01 1.03 1.01</td>
</tr>
</tbody>
</table>

4.4.2 Posterior distribution of BIOME-BGC parameters

Fig. 4.2 shows the temporal profile of median and 95% credible interval of each $\theta_j$ over the growing season for Experiment 2. The median and 95% interval for Experiment 1 is constant, since this did not vary over time. For both experiments, we observed that the uncertainty in the posterior distribution of each $\theta_j$ was reduced compared to the prior distribution, indicating that $\theta$ were constrained by the flux tower GPP observations. These uncertainties were higher in Experiment 2 than that of Experiment 1. The upper quantiles (97.5%) of the posterior distributions of the parameters LFRT, FRC:LC, and SD were found close to the maximum values of the corresponding prior distributions for both experiments. The uniform priors of these parameters (Table 4.1) possibly imposed an upper boundary in the posteriors. We chose to keep these maximum values since the choices, given in Table 4.1, were based on the realistic ranges of LFRT, FRC:LC, and SD for Dougls-fir at Speulderbos.

For Experiment 2, the uncertainties in LFRT, FRC:LC, $W_{int}$, and SD were higher at the start and end of the growing season compared to other months. The uncertainties in these parameters were lowest during the peak of the growing season (July and August). The values of LFRT, FRC:LC, and SD increased during the peak of the growing season and became close to that obtained in Experiment 1 and then started decreasing. The opposite trend was observed for $W_{int}$. The uncertainty in C:N_leaf for any month obtained in Experiment 2 was comparable and within the range of that obtained in experiment 1. We did not find significant variation in the trend of FLNR obtained in Experiment 2 during the growing season; however, higher uncertainty in FLNR was observed compared to Experiment 1.

4.4.3 Evaluation of calibrated BIOME-BGC for Experiment 1

We evaluated the performance of calibrated BIOME-BGC by comparing the daily simulated posterior GPP and the daily posterior flux tower GPP, for the calibration period of April to August (Fig. 4.3) and the validation period of September and October (Fig. 4.4). The daily simulated and flux tower GPP were summarized by the median and 95% credible interval. The temporal profile of these medians and credible intervals were plotted against that of
flux tower GPP. Evaluation of the BIOME-BGC before and after calibration (Experiment 1) based on the statistical criteria (RMSE and NSE) is shown in Table 4.3. The periods for which these criteria were obtained are explained in Sect. 4.3.3.4.

Overall, posterior predicted daily GPP was close to flux tower GPP during the calibration period (Fig. 4.3), although the separation between these two temporal profiles in April (Julian day 91 to 120) was large compared to other months (Julian day 121 to 242) in the growing season. For the validation period, the simulated GPP closely followed the flux tower GPP (Fig. 4.4).

The posterior predicted BIOME-BGC GPP was improved compared with the prior predicted BIOME-BGC, as indicated by the drop of RMSE for the median as well as the 2.5 and 97.5 percentile for both calibration and validation periods (Table 4.3). The NSE criterion was also improved after calibration (NSE > 0.5), whereas before calibration, the value of NSE was negative. The enhancement in NSE and the drop of RMSE give statistical
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Figure 4.3 Temporal profile of the daily posterior predicted BIOME-BGC GPP, obtained for Experiment 1, and the daily posterior predicted flux tower GPP for the calibration period of five months (April to August, Julian days 91 to 243). The medians and 95% credible intervals of BIOME-BGC GPP are represented by the black line and grey shade respectively. The medians and 95% credible intervals of flux tower GPP are represented by the red line and red shade respectively.

Table 4.3 Root mean square error (RMSE) and Nash-Sutcliffe efficiency (NSE) between the posterior predicted BIOME-BGC and flux tower GPP for different experiments (see Sect. 4.3.3.4).

<table>
<thead>
<tr>
<th>Period</th>
<th>RMSE</th>
<th>NSE</th>
<th>RMSE</th>
<th>NSE</th>
<th>RMSE</th>
<th>NSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before calibration</td>
<td>April to August</td>
<td>5.06</td>
<td>-2.53</td>
<td>3.74</td>
<td>-0.85</td>
<td>4.26</td>
</tr>
<tr>
<td></td>
<td>September-October</td>
<td>2.23</td>
<td>-0.15</td>
<td>1.22</td>
<td>0.68</td>
<td>2.64</td>
</tr>
<tr>
<td>Experiment 1</td>
<td>April to August</td>
<td>1.84</td>
<td>0.53</td>
<td>1.81</td>
<td>0.57</td>
<td>1.85</td>
</tr>
<tr>
<td></td>
<td>September-October</td>
<td>0.91</td>
<td>0.81</td>
<td>0.83</td>
<td>0.85</td>
<td>0.79</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>April to August</td>
<td>1.3</td>
<td>0.74</td>
<td>1.24</td>
<td>0.8</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>September-October</td>
<td>0.94</td>
<td>0.79</td>
<td>0.84</td>
<td>0.85</td>
<td>0.92</td>
</tr>
</tbody>
</table>

evidence of the improvement in the daily simulated GPP after calibration.

4.4.4 Relation of posterior simulated GPP with meteorological variables

Most of the variability of daily BIOME-BGC output was due to the meteorological input data. Fig. 4.5 illustrates this by showing the seasonal variation of the medians of the daily posterior predicted GPP, obtained from Experiment 1, together with Tday, VPD, srad, and precipitation. Tday, VPD, and srad were correlated strongly with each other and the posterior predicted GPP followed the pattern of these input variables. In general
between days, we observed that the increase in $T_{\text{day}}$, $\text{VPD}$, and $s_{\text{rad}}$ increased $GPP$ and vice-versa. The daily simulated $GPP$ had a strong positive correlation with $T_{\text{day}}$, with a correlation coefficient $r = 0.85$. $GPP$ showed less positive correlation with $\text{VPD}$ and $s_{\text{rad}}$, compared to $T_{\text{day}}$, with $r = 0.71$ and $r = 0.66$ respectively. A negative, but weak ($>-0.5$), correlation was found between $GPP$ and precipitation with $r = -0.22$. This is due to the negative correlation that rainfall has with $s_{\text{rad}}$, $\text{VPD}$ and $T_{\text{day}}$, whereas the effect on $GPP$ is usually not immediate due to the replenishment of the soil water reservoir.

Because BIOME-BGC simulates the seasonal phenology, the daily simulated $GPP$ on a particular Julian day is not temporarily independent. $GPP$ depends on the history of the meteorological data. To verify this, we swapped the meteorological data of Julian days 91-166 with those of days 167-242, ran BIOME-BGC with the swapped meteorological data with the posterior samples of $\theta$ (obtained from Experiment 1) and then reversed the generated output of $GPP$ back into the original order. Fig. 4.6 compares the temporal profile of the medians of $GPP_{sp}$ ($GPP$ swapped) with those obtained from Experiment 1 (Sect. 4.4.3) with the meteorological data in the correct order. If only the meteorological data of a particular day and the input parameters would be responsible for daily simulation, the temporal profile of $GPP_{sp}$ and $GPP_{\text{exp1}}$ should have matched exactly; however, this is not the case. We observed a difference in daily $GPP_{sp}$ and $GPP_{\text{exp1}}$. The swapping of
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Figure 4.5 Variation of the posterior median of BIOME-BGC GPP, obtained from Experiment 1, with the daily meteorological variables during the growing season of 2009. The meteorological variables are Tday (average daytime temperature), VPD (vapour pressure deficit), prcp (daily total precipitation), srad (daylight average shortwave radiant flux density).

meteorological data led to an over- and underestimation of daily $GPP_{sp}$ with a maximum of 1.4 and 1.8 g C m$^{-2}$ s$^{-1}$ respectively. This indicated clearly that the daily simulated GPP was temporarily dependent and did not depend only on the meteorological data and the input parameters for a given day. This temporal dependency was due to the update of the BIOME-BGC storage terms between days.

4.4.5 Posterior simulated GPP for Experiment 2

Combining the daily simulations of each month provided the temporal profile of the medians and 95% credible intervals of the daily simulated posterior GPP over the growing season. Fig. 4.7 shows this temporal profile (black line and grey shade) from April to August. We observed that the posterior predicted GPP had a better fit to the flux tower GPP, compared to Experiment 1 (Fig. 4.3). Particularly, the posterior predicted GPP of April (Julian days 91 to 120) followed the flux tower GPP more closely than Experiment 1. We
found further enhancement in the NSE compared to Experiment 1 for the median, 2.5, and 9.5 percentile over the period of April to August (Table 4.3) where the values of NSE became closer to 1. A drop in RMSE was also observed. For the period of September and October (temporal profile not shown here), however, the NSE and RMSE were the same as for Experiment 1. These results indicated an improvement in the posterior predicted GPP compared to that obtained from Experiment 1, but at the expense of a higher degree of freedom.

4.5 Discussion

4.5.1 Simulation of GPP using BIOME-BGC

To explain our results, we identified the processes within BIOME-BGC that are controlled by the six calibrated parameters and relate to the simulation of GPP (Fig. 4.8). These processes are implemented by different routines. The routines, however, are controlled not only by these six parameters, but also generate intermediate outputs, as shown in Fig. 4.8. We only highlight those routines that were relevant to the simulation of GPP. We refer the reader to Thornton (2010) for a detailed explanation of the routines.

BIOME-BGC simulates the daily development of plant carbon pools (White et al., 2000). The development of carbon pools is governed by the daily
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Figure 4.7 Temporal profile of the daily posterior predicted BIOME-BGCC GPP, obtained from Experiment 2, and the daily posterior predicted flux tower GPP for months (April to August, Julian days 91 to 243). Other details as for Fig. 4.3.

update of BIOME-BGC memory of mass of carbon stored in different components of the plant. The simulated development of plant carbon pools on a particular day is dependent on the previous days. BIOME-BGC converts the carbon stored in the leaf pool (leaf C) into an equivalent leaf area index (LAI). The development of leaf C controls the development of LAI in the radiation transfer routine. Leaf C relates to the loss of leaf biomass, which is expressed as the parameter LFRT. The parameter FRC:LC is also responsible for the development of leaf C and then LAI. In the precipitation routine, $W_{int}$, together with LAI, determines the amount of precipitation intercepted by the canopy, which in turns controls the amount of water that reaches the soil. The soil psi routine calculates the volumetric water content in the soil as the ratio of soil water to SD. Thereafter, soil water potential is derived as a function of volumetric water content. The soil water potential acts as a multiplier in the evapotranspiration routine to simulate stomatal closure and the leaf scale conductance to water vapour per unit leaf area.

The photosynthesis routine converts the conductance to water vapour to the conductance for CO$_2$, which measures the rate of passage of CO$_2$ into the leaf stomata. The parameter C:N$_{leaf}$ together with LAI determines the leaf nitrogen content from the carbon pool in the photosynthesis routine and the day leaf maintenance respiration per unit leaf area in the respiration routine. The leaf scale conductance to CO$_2$, leaf nitrogen content, day leaf maintenance respiration and the parameter FLNR are further used in the Farquhar model, implemented in the photosynthesis routine, to simulate
Figure 4.8 The BIOME-BGC internal routines that simulate gross primary production (GPP), controlled by the meteorological data and the six calibrated parameters. Rectangular boxes represent the BIOME-BGC routines and the parallelograms represent the input and output of the routine. Information about the BIOME-BGC parameters is given in Table 4.1.

We presented the link between six calibrated parameters and the BIOME-BGC internal routines so that we could explain our results considering the development of the state variables, principally such as LAI and $V_{c_{\text{max}}}$. LAI and $V_{c_{\text{max}}}$ exhibit a seasonal cycle and affect the seasonality of simulated GPP. This is explored further in Sect. 4.5.2.

4.5.2 BIOME-BGC calibration

BIOME-BGC accounts for dynamic for carbon stocks in the vegetation by means of allocation, hence it uses parameters that are constant for the year of simulation. Consider Experiment 1. The memory of BIOME-BGC is updated between days (Sect. 4.5.1), and Biome-BGC takes care of the simulation of time-varying state variables such as leaf area index (LAI) and carboxylation capacity ($V_{c_{\text{max}}}$) used in Farquhar’s model. Therefore, the daily simulated
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GPP are temporarily dependent, which was highlighted experimentally in our study by the swapping of meteorological variables between Julian days 91-166 and 167-242 (Fig. 4.6). The posterior predicted GPP closely followed the posterior predicted flux tower GPP even for those months (September and October) which were not included in the calibration (Fig. 4.4), although this was not perfect as shown by the fact that $\phi \neq 0$. If the simulator would properly capture the temporal development of GPP we would expect that $\phi = 0$, even after allowing for some uncertainty in the prediction. The fact that the residuals showed temporal autocorrelation indicated that the representation of dynamic processes within the simulator could be improved.

Experiment 1 showed that BIOME-BGC was able to reproduce closely the posterior predicted flux tower GPP. Further, the Bayesian calibration allowed daily GPP simulation as well as quantification of the associated uncertainty (Figs. 4.3 and 4.4). Furthermore, the apparent overprediction of daily simulated GPP, compared to flux tower GPP, for the month of April raised questions: (a) on the reliability of simulated GPP for those months that were not included in this study; and (b) whether the seasonal cycle of all of the state variables was simulated realistically. These questions led us to estimate the time varying posterior distributions of parameters in Experiment 2. We recognize that this contradicts the specified use of BIOME-BGC since it: (a) violates the requirement of constant parameters; and (b) affects the update of the state variables over time. Nevertheless, the experiment did allow more flexibility to vary the parameters over time, with consequences for the update of state variables and the posterior prediction of GPP.

Consider Experiment 2. Note that BIOME-BGC actually simulated daily GPP for a whole year with the posterior distributions of the parameters of each month. We selected only the daily simulated GPP of that month to which the posterior distributions belong and we discarded the other eleven months of simulations. The temporal profile in Fig. 4.7 is the combinations of daily simulated GPP of each month in the growing season (Sect. 4.3.3.3 and 4.4.5). We observed an improvement (Fig. 4.7), particularly in the month of April, in the daily posterior predicted GPP compared to Experiment 1 (Fig. 4.3). This improvement was also clear in Table 4.3 which shows an increase in the NSE and decrease in the RMSE for Experiment 2 compared to Experiment 1. The calibration approach adopted in Experiment 2 was more flexible and led to increased prediction accuracy despite contradicting the BIOME-BGC design.

Experiment 2 showed variation in the six calibrated parameter over the growing season (Fig. 4.2), particularly $W_{\text{int}}$, SD, FRC:LC, and LFRT. These variations were also in-line with the seasonal variation in GPP. For example, maintaining the high GPP rates during the peak of the growing season (July and August), required more soil water, which was obtained by decreasing the parameters $W_{\text{int}}$, in turn affecting the water intercepted by the canopy (precipitation routing routine in Fig. 4.8), and increasing the soil rooting depth (SD). The parameters FRC:LC and LFRT also increased and both affected GPP through LAI. The variation in FLNR and C:N_leaf, which together determined $V_{\text{cmax}}$, also changed month-by-month (Fig. 4.8). These results indicated that Biome-BGC, with the six parameters that we calibrated,
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may be able to accurately simulate the seasonal cycle of some state variables, but may be too rigid to simulate all state updates. The result was that the posterior predictive distribution of the parameters varied month-by-month with consequences for the posterior predicted BIOME-BGC GPP. Specifically the predictions improved (lower RMSE, higher NSE) relative to Experiment 1. To our knowledge, this aspect has not been discussed in earlier work on the calibration of BIOME-BGC (Maselli et al., 2008; Ueyama et al., 2010; Yan et al., 2014).

In this study we performed our calibration based on six parameters (LFRT, FRC:LC, C:N_leaf, W_int, FLNR, and SD) whereas BIOME-BGC has 35 parameters in total. A calibration based on 35 parameters was not feasible computationally so, in line with other authors (e.g., Minunno et al., 2013), we chose a subset of the parameters. We defend our choice of parameters based on our previous experimental results, which showed that annual total GPP was most sensitive to these parameters (Raj et al., 2014) at Speulderbos. Nevertheless, GPP may be sensitive to other parameters at finer spatial scales. Computational developments and the flexibility of the DREAM algorithm may allow more parameters to be calibrated, so this should be explored further in future.

4.6 Conclusions

This study presented a calibration of BIOME-BGC. We illustrated the framework at the Speulderbos forest site, the Netherlands. Our study led to the following conclusions:

1. Quantification of uncertainty in the simulated GPP is not integrated into BIOME-BGC, although Monte Carlo approaches allow exploration of uncertainty due to uncertain parameters. The Bayesian framework allowed quantification of uncertainty in both the estimated parameters and the predicted GPP, through the posterior (predictive) distribution. The uncertainty is important in the sense that it helps to determine how much confidence can be placed in the results of forest carbon related studies based on GPP. A calibration based on optimization of BIOME-BGC parameters, as done in earlier studies, can not capture the associated uncertainty in the simulated GPP.

2. We modelled the temporal correlation in the residuals through the nuisance parameter, φ, in the likelihood function. Our results supported the use of temporal correlation in the residuals for the inference of the posterior parameter distributions of BIOME-BGC. This showed that BIOME-BGC did not properly simulate the temporal profile of GPP. Hence the calibration also gave greater insight into the simulator. Future research should identify the cause of this limitation.

3. We used the calibration results to gain further insights into the functioning of BIOME-BGC through analysis of the time varying posterior parameter distributions. Our study revealed that the constant distributions of BIOME-BGC parameters were not adequate to simulate
the seasonality in daily GPP. The seasonality was captured more precisely by using time-varying parameters. This reinforces our previous conclusion. The implications of temporal correlation and time-varying parameters should receive attention from the BIOME-BGC modelling community.

4. We implemented our calibration using the DREAM algorithm and its freely available MATLAB toolbox. DREAM offers considerable computational advantages and flexibility compared to other MCMC implementations and is gaining increased usage. It shows promise for biogeochemical and other environmental simulation applications. Specifically future research could calibrate more parameters.
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5.1 Positioning the research

Forests, as an important terrestrial carbon sink, play a significant role to partially offset the emission of excess CO$_2$ produced by anthropogenic activities. They may serve as a low cost option for carbon sequestration. Gross primary production (GPP) is an important characteristic of forest vegetation for carbon sequestration, because GPP is the overall rate of atmospheric CO$_2$ fixation (uptake of carbon) by plants via photosynthesis. Part of this carbon uptake is lost through plant respiration, whereas the remaining part is used to produce new biomass. Quantification of GPP together with the continuous monitoring of its temporal variations at local and regional scale are, therefore, indispensable to obtain reliable data for indicating the strength of forests to sequester carbon. The method that was adopted in this dissertation, for quantification of GPP at the local scale, serves as a building block for its quantification at the regional scale in the sense that the method, implemented at one local forest site, can be adopted for other forest sites. This has two implications. First, the method should be efficient so that it quantifies GPP with accuracy together with its associated uncertainty. This is important in the sense that it helps to determine how much confidence can be placed in quantified GPP. The efficiency of the adopted method at local scale further ensures that the accuracy of GPP is high at regional scales. Second, the method should be flexible so that only changes in required input information are sufficient for its adaptation at various forest sites. Therefore in this dissertation, a complete method at local scale was explored.

GPP can be quantified using two sources: (a) forest process-based simulators (PBS), such as BIOME-BGC, which are designed to capture the critical interactions between climate conditions and forest ecosystem processes; and (b) flux towers that have been established for many years to measure the net ecosystem exchange (NEE) of CO$_2$ from which GPP can be partitioned using flux partitioning models. Both sources provide an opportunity to quantify and monitor GPP at the local scale. Maintaining and running a flux tower is, however, difficult and economically expensive activities. Moreover, the quality of NEE data is affected by many factors, such as rain drops on the sensors, instrument failure, and footprint heterogeneity. No such problems occur when running a PBS. In addition, a PBS can be run at time scales beyond the limit of direct measurements. This means that a PBS can simulate GPP at those points in time when the flux tower was not existent and when there is a big gap in the series of NEE measurements due to inadequate quality. In countries like India, where the flux towers are installed within a dense forests, sudden shutdown of flux tower occurred in the past due to the wild animal attack and sometimes due to failure of solar power. This has resulted into big gaps in NEE data. For those periods of shutdown, PBS can be considered as an opportunity for quantifying GPP.

Simulation of GPP by PBS at a high accuracy, however, depends upon how well the parameterization is achieved. One can measure the parameters directly in the field, but this approach is not practical because it is
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time consuming and expensive work and it requires the measurements of several parameters. Further, several parameters are not physically measurable. BIOME-BGC has 35 parameters for evergreen needleleaf forest/species. Proper parameterization is required to obtain accurate simulations of GPP. Calibration of a PBS is important in order to obtain reliable estimates of the input parameters. Calibration of a PBS using a Bayesian statistical method can estimate the parameters with the associated uncertainty. The implication is that uncertainty in the input parameters can be propagated through PBS to simulate GPP with the associated uncertainty. A Bayesian statistical method, however, relies on meaningful assumptions for the prior distributions to ensure appropriate values of the prior beliefs about the parameters. The beliefs are updated against the measured data of the simulated output to obtain the posterior estimates of parameters.

A solution that was helpful in this dissertation was to update the prior beliefs in PBS parameters and the simulated output by means of GPP partitioned from NEE data using a non-rectangular hyperbola (NRH) flux partitioning model. Reliable estimation of the parameters of flux partitioning model is necessary, because partitioned GPP and their seasonal pattern depend upon the parameters. A Bayesian statistical analysis can also play an important role if the prior belief about the parameters of the flux partitioning model is available. Moreover, prior beliefs in PBS parameters also provide an opportunity to conduct a sensitivity analysis of PBS so that the complexity of a Bayesian statistical method could be simplified by updating only those parameters that are most influential on the simulated GPP. This dissertation provided a relevant method for integrating flux tower GPP into BIOME-BGC simulator using a Bayesian statistical method for the accurate simulation of GPP with the associated uncertainty.

The methods proposed in this dissertation are flexible in the sense that flux tower GPP data and the prior beliefs about the parameters of a PBS can be replaced for other species at different forest sites. Implementation of a Bayesian statistical method for calibrating a PBS is computationally expensive because it is necessary to run the PBS thousands of times until reliable posterior distributions of the parameters are obtained. A successful implementation also depends on the handling of large parameter samples obtained from prior and posterior distribution of parameters, and large amount of simulated outputs resulting from thousands of PBS runs. Furthermore, flux partitioning requires the handling of large amount of NEE data that are measured at high temporal frequency of half-hour.

The Bayesian statistical method may be more difficult to implement at the regional scale, both computationally and due to the data requirements for calibration. There may be forest sites where there are no flux towers. At these sites, however, recent advances in remotely sensed data, including derived fluorescence, which are highly correlated with GPP, may provide an effective solution to constrain the PBS parameters and simulated GPP. This offers considerable possibilities, but will necessitate the development and application of methods to quality assure such heterogeneous data. Further, at the regional scale Bayesian methods will be required to handle large amount of data both spatially and temporally, and thousands of PBS runs at different
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forest sites. This may tremendously increase the computational time required to apply Bayesian methods. Statistical emulation of PBS is one approach to reduce the computation burden. Further, increasingly faster computers with large memory and the capability of parallel computing, together with the development of cloud computing services, provide a promising way to accelerate the process so that the regional quantification of GPP with high accuracy and the associated uncertainty could be achieved using the methods proposed in this dissertation.

5.2 Research findings and conclusions

1. **Objectives 1:** To define prior belief of the BIOME-BGC parameters as a prior probability distributions, and to implement variance-based sensitivity analysis (VBSA) of BIOME-BGC to reveal the most influential parameters on the simulated gross primary production (GPP) as well as net primary production (NPP).

An extensive literature review for each BIOME-BGC parameter was carried out in order to construct the prior distributions of each of the 35 parameters needed for evergreen needleleaf forest/species. The field inventory data, if they were available at the study site, were also included. These prior distributions allowed me to conduct VBSA of BIOME-BGC. The results showed that GPP and NPP were highly sensitive to the following parameters: fraction of leaf nitrogen in Rubisco, the ratio of fine root carbon to leaf carbon, the ratio of carbon to nitrogen in leaf, the leaf and fine root turnover, the water interception coefficient and soil depth. GPP and NPP were particularly sensitive to the ratio of fine root carbon to leaf carbon that is responsible for leaf area index development.

The study concluded that comprehensive and extensive literature search including field inventory data wherever possible should be adopted to construct a prior probability distributions of BIOME-BGC parameters. This defined the full range of input parameters that is a prerequisite in variance-based sensitivity analysis of BIOME-BGC and further in the calibration of BIOME-BGC using a Bayesian statistical method. The importance of undertaking a global VBSA revealed a significant influence of a parameter water interception coefficient ($W_{int}$) on GPP and NPP, which were not found in any other sensitivity analysis study based on one-at-a-time sensitivity analysis that did not examine the simulator behaviour over the full parameter space. My third paper (chapter 4) showed that my approach presented an efficient way of reducing the complexity of calibrating the BIOME-BGC simulator by considering only the key influential input parameters. Calibration can be further supported by prior belief of the input parameters in the form of prior probability distributions.

2. **Objective 2:** To partition GPP with the associated uncertainty from flux tower measurements of net ecosystem exchange (NEE) using a non-
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This study also adopted an extensive literature search to define the prior probability distributions (informative prior distributions) of parameters, which were necessary to fit the NRH model to NEE data using a Bayesian statistical method for the partitioning of GPP. The posterior distributions of the NRH parameters were obtained for every 10-day period. The 10-day period was chosen to obtain time varying parameters that incorporate indirectly the temporal changes in the factors such as canopy structure, soil moisture and ecosystem nutrient levels that affect GPP. The NRH model did not include these factors directly. Hence, although these factors were not included, the time varying NRH parameters did account for them. The posterior distributions of NRH parameters allowed me to partition GPP with the associated uncertainty at half-hourly time steps. These half-hourly time series were further summed to obtain partitioned GPP at daily time steps. This study also defined non-informative prior distributions and conducted the whole analysis as was done with informative prior distributions of the NRH parameters.

The study concluded that partitioned half-hourly and daily GPP data with the associated uncertainties were accurate because the same posterior distributions of the NRH parameters accurately captured the uncertainty in the measured NEE data. The accuracy in partitioned GPP was important so that it could be used further in a proper calibration of BIOME-BGC. The study further concluded that the choice of informative and non-informative prior distributions of the NRH model parameters led to partitioned GPP with similar associated uncertainty. Therefore, non-informative priors could be used for any species type irrespective of study sites. These findings are valuable to conduct uncertainty analysis across a larger sample of sites with different GPP characteristics. In addition, the study concluded that the distributions in half-hourly GPP can be summed to obtain distributions at any desired time steps, such as 8-day and monthly. These can be used further to quantify the propagated uncertainty in the validation of satellite GPP products such as MODIS 17.

3. Objective 3: to implement a Bayesian statistical method to integrate a flux tower GPP into BIOME-BGC to quantify the reliable estimate of parameters as a posterior distribution, and simulated GPP with the associated uncertainty, and to investigate the effect of time varying BIOME-BGC parameters on the simulated GPP.

Knowledge of prior distributions of BIOME-BGC parameters and which parameter to target in a calibration were obtained from the study to achieve objective 1. The calibration was performed against daily simulation of GPP and daily flux tower GPP (obtained from the study to achieve objective 2). The estimated parameters, which were constant over the year, were used to simulate daily GPP with the associated uncertainty. The results showed that the calibration improved the GPP simulations and they closely followed the flux tower GPP, compared
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to the uncalibrated BIOME-BGC. However, the seasonal cycle for flux
tower GPP was not exactly reproduced, and some overestimates in
spring (April) and underestimates in summer (August) remained after
calibration. I hypothesized that the phenology exhibited a seasonal
cycle that was not accurately reproduced by the BIOME-BGC. I invest-
gigated this by allowing the parameter values to vary month-by-month.
Time varying parameters substantially improved the simulated GPP as
compared to GPP obtained with constant or time invariant parameters.
The time varying estimation also revealed a seasonal change in para-
meter values that determine LAI, and in parameters that determine
soil water availability.

This study concluded that calibrated BIOME-BGC using a Bayesian
statistical method was able to reproduce closely the flux tower GPP
with the quantification of uncertainty. Such quantification in simulated
GPP is not in the integral routine of BIOME-BGC. This study revealed
that the time invariant BIOME-BGC parameters were not adequate
to simulate the seasonality in daily GPP. The seasonality could be
capture more precisely by using time varying parameters as obtained
at monthly time steps in this study.

Overall, I focused on obtaining forest GPP with its related accuracy
using a Bayesian statistical method by integrating two sources: the
BIOME-BGC simulator and flux tower GPP, and this was achieved in
this dissertation.

5.3 Recommendations

My dissertation proposes a complete method for the improved simulations
of gross primary production (GPP) with the associated uncertainty by the
process-based simulator BIOME-BGC. Despite that the proposed method is
complete, it was limited to a single tree species Douglas-fir at the Speulderbos
site in the Netherlands. The proposed method can be further extended to
many forest sites containing multiple species with different GPP character-
istics, e.g., by obtaining prior information on the inputs for different tree
species and by obtaining net ecosystem exchange (NEE) data from the global
databases, such as FLUXNET, of flux tower measurements of NEE. Collec-
tion of necessary input information, however, may be more complicated than
for the current site where the data have been systematically collected during
the past decades.

Different flux towers are installed within different forest ecosystems with
one dominating tree species. Partitioning of GPP from NEE data at various
flux tower sites can also take benefit from the findings of this dissertation
that showed that non-informative prior distributions of the parameters of
NRH flux partitioning model can be used for any species type. The non-
informative priors can be obtained with minimum effort as compared to
informative priors. Partitioning of GPP at various flux tower sites will
provide relevant data to the modelling community to validate and calibrate
different process-based simulators at various sites. Such simulator-data
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comparison will provide an opportunity to highlight areas in space or time of the poor process representations of the simulator and this will further guide to simulator improvement.
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