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1 Introduction
1.1 Background

Land use/cover and climate are two of the most important factors that determine the hydrological processes of catchments. The impacts of land use/cover on water resources within a catchment depend on both physical and socio-economic factors. Physical factors include climate, geology and topography while socio-economic factors include management practices and infrastructural development as determined by the economic ability and awareness of humans within a catchment (Kiersch, 2001). The scale, spatial and temporal, at which the impacts of land use/cover and climate are observable and relevant, is a recognized fundamental problem in hydrology and subject of on-going research (Archer, 2003; Li et al., 2009; Sivapalan and Kalma, 1995).

Many insights into consequences of land use on hydrology and surface energy balance have been gained at small spatial scales (<100 km²) (DeFries and Eshleman, 2004; Kiersch, 2001; Lambin and Geist, 2006; Tollan, 2002). Details of such studies date back to the first catchment experiments conducted between 1908-1920’s by Bates (1921) at Wagon Wheel Gap in South-western Colorado, US. The experiments evaluated the effects of harvesting on the timing and volume of stream flow, erosion, and sediment (Bates, 1921). Many other catchment experiments have been documented in scholarly articles by a number of researchers (e.g. Andreassian, 2004; Best et al., 2003; Bosch and Hewlett, 1982; Brown et al., 2005; Hibbert, 1967; Zhang et al., 1999).

At larger scales, the observable impacts of land use/cover changes on basin hydrology have been relatively few (e.g. Costa et al., 2003; Siriwardena et al., 2006; Zhang and Schilling, 2006). Non-uniform variations in land uses within catchments, vegetation regeneration at various stages, and spatial and temporal variation in rainfall, are some of the factors that inhibit consistent conclusions from large catchments (Archer, 2003; Siriwardena et al., 2006). Specifically, as the scale of the basin increases so has been the increased mixed effects of climate and land use/cover changes at these scales making it difficult to discriminate the influence of land use/cover changes from that of climate (van Dijk et al., 2012). As an example, the spatial dimensions of land use impacts on hydrological responses are summarised in Table 1-1.
Table 1-1: Spatial dimensions of land use impacts on different hydrological components

<table>
<thead>
<tr>
<th>Impact</th>
<th>Basin size (km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td>Average flow</td>
<td>x</td>
</tr>
<tr>
<td>Peak flow</td>
<td>x</td>
</tr>
<tr>
<td>Base flow</td>
<td>x</td>
</tr>
<tr>
<td>Groundwater recharge</td>
<td>x</td>
</tr>
<tr>
<td>Sediment load</td>
<td>x</td>
</tr>
<tr>
<td>Nutrients</td>
<td>x</td>
</tr>
<tr>
<td>Organic matter</td>
<td>x</td>
</tr>
<tr>
<td>Pathogens</td>
<td>x</td>
</tr>
<tr>
<td>Salinity</td>
<td>x</td>
</tr>
<tr>
<td>Pesticides</td>
<td>x</td>
</tr>
<tr>
<td>Heavy metals</td>
<td>x</td>
</tr>
<tr>
<td>Thermal regime</td>
<td>x</td>
</tr>
</tbody>
</table>

Legend: x: Observable impact; ●: No observable impact. Source: Kiersch (2001)

Though hydrological impacts of land use change and climate variation occur at all spatial scales, studies at regional and local scales are more relevant to provide important information to local socio-economic developments and basin management where political and technical decisions can be taken to avoid critical developments that impact negatively on the environment and society (Jin et al., 2009; Lahmer et al., 2001). Ascertaining the combined effect of land use/cover and climate variability due to non-linear relationships, multiple causation, lack of mechanistic understanding of hydrologic response of catchments and lag effects together pose major research challenges (Allan, 2004a; Jin et al., 2009; Tollan, 2002). Distinguishing effects of land use changes from concurrent climate variability are expected to increase in importance as human induced socio-economic influence on catchments intensifies (Jiafu et al., 2015; Lioubimtseva et al., 2005; Tollan, 2002).

To evaluate and distinguish these effects there is need for long term data records for catchments. These long-term hydro-meteorological data series exhibit non-stationarity caused by perturbations which give insight in catchment sensitivity and which are important for strategic planning and risk aversion in water resources management for catchments. The availability of long-term records of hydro-meteorological data allows for detection of changes in the river systems. Subsequently, possible factors that influence the detected changes can be determined. The detection of these changes is of scientific and practical importance in water resource management and is regarded as
a permanent exercise requiring continuous update, concurrently with availability of data (Kundzewicz, 2004; Kundzewicz and Robson, 2004). The problem is, however, that the time scale of some of the changing processes may be a realization of other overlapping processes occurring at much larger time scales.

While high temporal and spatial variability of hydrologic responses to land use changes are well recognized (Andreassian, 2004; Tollan, 2002), nearly all the classical paired catchment experiments have been conducted on catchments with homogenous land use (Costa et al., 2003; Lørup et al., 1998). The land use changes have also been at least more than 20% in areal extent in the catchment experiments, the generally assumed threshold value that changes in water fluxes can be detected by hydrometric measurements (Bosch and Hewlett, 1982; Brown et al., 2005; Stednick, 1996; Wang et al., 2009). In larger catchments with mixed land cover and with small proportional land use changes, it is more difficult to quantify the hydrological responses to land use changes. A challenge persists that has made human-induced land use changes at large basins not to be well understood (Bruijnzeel, 2004; DeFries and Eshleman, 2004; Lørup et al., 1998).

It is also important to note that analyses of land use and climate impacts on basin hydrology are usually critically dependent on methodology and different approaches have been reported in the literature. These approaches can be categorised into three groups: paired catchment approach, time series analysis and hydrological modelling. Paired catchment approaches are often considered ideal because they compensate for climatic variability in small experimental catchments (Jin et al., 2009). However, the method is practically impossible to apply in medium or large catchments, because of the difficulty in finding two similar medium or large-sized catchments (Lørup et al., 1998). Time series analysis is a statistical method that is simple to implement because hydrological effects of environmental change can be analysed without considering the physical mechanisms controlling catchment hydrological processes. This is contrary to hydrological models that provide a framework to conceptualize and investigate relationships between land use, climate and water resources because they relate model parameters directly to physically observable land surface processes (Jothityangkoon et al., 2001; Leavesley, 1994; Legesse et al., 2003).

Furthermore, data constraints especially in Sub-Saharan Africa have also hampered progress towards understanding the effects of land use and climate on hydrological responses in much of these regions. Since land use changes mirror the impacts of human activities (Houghton et al., 1999; Schneider and Eugster, 2005), it is also necessary to identify mechanisms that translate these human perturbations into structural and functional changes that are important in informing on socio-economic decisions of management and conservation of catchments (Burcher et al.,
Identifying such mechanisms extends our understanding of the associated trigger factors that allow for informed management of such systems.

1.2 Integrated assessment of Lake Naivasha Basin

This thesis is part of Earth Observation and Integrated Assessment of Lake Naivasha basin (EOIA) project. The project focuses on use of Earth Observation (EO) and derivative geo-information tools to overcome socio-economic inequity in a collaborative stakeholder setting. The innovation applied couples EO via individual models to Integrated Assessment. The project aimed at combining information from EO with standard secondary data, to allow for physical and social analyses necessary to allow stakeholders deliberate about their common future. The scientific tool applied a system description based on an Integrated Assessment (IA) that aimed at integrating knowledge over a range of relevant disciplines (Figure 1-1), with the aim of providing new information on how complex real-world systems might behave, thus enabling sound decision-making (van Oel et al., 2014). Cross-sectoral implications that might be missed in more traditional assessments can therefore be more explicitly explored in ways that are meaningful to stakeholders.

Figure 1-1: Schematization of key indicators of sustainability assessed in the Earth Observation and Integrated Assessment of Lake Naivasha (EOIA) project (van Oel et al., 2014).
1.3 Problem statement

Impacts of land use changes on hydrology are well understood at small scale studies. However, observable changes at larger scales are compounded by mixed effects of climate and land use/cover changes in addition to counteracting processes in other parts of the catchment to warrant any conclusive generalizations. As such, the problem of scale remains unresolved and a subject of ongoing research in understanding the impacts of land use and climate on catchment hydrological processes. Archer (2003) explains that at small scales, processes such as interception, infiltration and storage dominate whereas channel processes assume a greater role in the stream hydrograph as the catchment size increases. It is also important to understand the influence of land cover (e.g. surface conductance and leaf area seasonality) and climatic factors (e.g. radiation, air temperature and vapour pressure) that determine water demand and control evapotranspiration patterns during wet and dry conditions at the local to catchment scales. While dominance of different processes varies at different spatial scales, there is also variation with time scale. Certain processes maybe a realization of other overlapping processes prevailing at much larger time scales. Also, the question of how socio-economic factors influence land use and the subsequent impacts on hydrological systems remain largely unknown especially in tropical basins. Lake Naivasha is an example of such a tropical basin which has been subject to wide fluctuations of water levels over time and has almost dried in the past years (Abiya, 1996; Gaudet, 1977a; Verschuren et al., 2000). Increasing water demand and land use changes exacerbated by population increase in combination with natural fluctuations have been suggested as possible causes of the occasional strong decreases of the lake water levels (Olaka et al., 2010; Ondimu and Murase, 2007; Otiang’a-Owiti and Oswe, 2007; Trauth et al., 2010). However, the problem in attributing the causes of these fluctuations to climate and/or land use has not been resolved and there is a lack of knowledge in understanding (1) the contribution of drivers of land use and land cover changes to the hydrological processes of the basin, (2) the spatial and temporal scale at which the changes in land use and hydrological fluxes occur and also (3) the land use and climatic factors that determine water demand and control the seasonal evapotranspiration demand at the local to catchment scales. Therefore, studies towards understanding hydrological processes at the local and catchment scales as influenced by humans, on land use as well as climate, are relevant towards providing important information on local socio-economic developments and basin management strategies.
1.4 Objectives

The main aim of this thesis was to quantify the impacts of climate and land use on the hydrological response of Lake Naivasha Basin and identify controlling factors prevailing at different observable scales (at local site and catchment spatial scale; and at short and long term time scales)

The specific objectives of this study were;

- To detect long-term monotonic trends and step (abrupt) changes in stream flow, lake volumes and precipitation resulting from climatic fluctuations and land use changes
- Evaluate the evapotranspiration trend of the different land use/cover classes in the upper Lake Naivasha and its climatic controls
- Evaluate the energy balance and partitioning of a heterogeneous landscape and identify the biophysical and climatic controlling factors
- Investigate the impacts of socio-economic factors on eco-hydrological regime of Lake Naivasha Basin

1.5 Description of study area

The Lake Naivasha basin is situated in the Kenyan Rift Valley at a latitude of 0° 09’ to 0° 55’S and a longitude of 36° 09’ to 36° 24’E (Figure 1-2). The maximum altitude is about 3990 m above mean sea level (a.m.s.l.) on the eastern side of the Aberdare Mountains and the minimum altitude about 1980 m a.m.s.l. near the lake. The basin area is approximately 3400 km² in size, with the lake area covering approximately 169 km². There are three major sub-basins, i.e. Gilgil, Malewa and Turasha. The Turasha sub-basin has been dammed up and supplying an average of 18000 m³d⁻¹ of water to outside the Lake Naivasha basin since 1992 (Nakamura et al., 2001).

Climatic conditions in the study area vary due to considerable differences in altitude and relief. The daily average temperature ranges from 8 to 30 ºC. The rainfall regime within the catchment is influenced by local relief, with the catchment being in the rain shadow of the Aberdare Mountains to the East and the Mau Escarpment to the West. There are two rainy seasons: the ‘long rains’ occur between March and June (MAMJ) and the ‘short rains’ between October and December (OND). Annual lake levels are mostly influenced by these two rainy seasons (Vincent et al., 1979).

On average the low land areas towards and near the lake experience an annual total rainfall of 610 mm and the wettest slopes of the Aberdare Mountains receive up to 1525 mm of rain a year. Figure 1-3 shows the monthly variation in climatic conditions around Lake Naivasha.
Increasing water demand and land use changes exacerbated by population increase in combination with natural fluctuations (Figure 1-4) have led to occasionally strong decreases of the lake water levels (Olaka et al., 2010; Ondimu and Murase, 2007; Otiang’a-Owiti and Oswe, 2007; Trauth et al., 2010). Low lake levels made the lake ecosystem vulnerable and its fragility is a challenge to conservationists and scientists (Becht and Harper, 2002; Becht et al., 2006; Gherardi et al., 2011; Harper and Mavuti, 2004; Harper et al., 2011). The lake is a RAMSAR wetland (Ramsar, 1996) despite supporting important economic activities including fishing, agriculture, power generation, domestic water supply and tourism (Becht et al., 2005). The catchment population has increased five folds from ~250,000 persons in 1980 to over 600,000 persons in 2009 (KNBS, 2009). The demand for water by the horticultural sector and the growing population have recently increased substantially (van Oel et al. 2013), and at the same time land-use changes have affected the water balance and put the ecosystem under pressure (Otiang’a-Owiti & Oswe, 2007).

Figure 1-2: Lake Naivasha Basin showing its main rivers and the location of hydrometeorological stations
Figure 1-3: Monthly average climatic conditions of temperature and rainfall for Lake Naivasha

Figure 1-4: Historical lake level fluctuations of Lake Naivasha
1.6 Thesis outline

This thesis consists of six chapters. Chapter one introduces the scientific background and provides statement of the problem, description of the study area and defines the research objectives.

Chapter two investigates the possible existence of abrupt changes and trends in the water balance components of the Lake Naivasha basin caused by either human or natural factors.

Chapter three evaluates the evaporative losses of different land use and land cover classes, their trends and climatic controls in Lake Naivasha basin using the Surface Energy Balance System (SEBS) in combination with Moderate-resolution Imaging Spectroradiometer (MODIS) and European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Re-Analysis (ERA-Interim) data.

Chapter four evaluates the energy balance and partitioning of a heterogeneous semi-arid landscape in the lower part of Lake Naivasha Basin to identify the biological and environmental factors that control the seasonal and interannual energy partitioning of this ecosystem.

Chapter five presents a framework for quantifying the impacts of socio-economic factors on eco-hydrological regime of Lake Naivasha Basin using a cascade modelling approach.

Chapter Six presents a synthesis of the findings from the research work and the concluding remarks and discusses future research directions.
2 A characterisation of hydro-climatological trends and variability in the Lake Naivasha Basin, Kenya*

* This chapter is based on:
Abstract
Recent hydro-climatological trends and variability characteristics were investigated for the Lake Naivasha Basin with the aim of understanding the changes in water balance components and their evolution over the past 50 years. Using Bayesian change point analysis proposed by Barry and Hartigan (1993) and modified Mann-Kendall tests time series of annual mean, maximum, minimum, and seasonal precipitation and flow, as well as annual mean lake volumes were analyzed for the period 1960-2010 to uncover possible abrupt shifts and gradual trends. Double cumulative curve analysis was used to investigate changes in hydrological response attributable to either human influence or climatic variability. The results indicate a significant decline in lake volumes at a mean rate of $9.35 \times 10^6$ m$^3$year$^{-1}$. Most of the river gauging stations showed no evidence of trends in the annual mean and maximum flows as well as seasonal flows. Annual minimum flows, however, showed abrupt shifts and significant (upward/downward) trends at the main outlet stations. Precipitation in the basin showed no evidence of abrupt shifts, but a few stations showed gradual decline. The observed changes in precipitation could not explain the decline in both minimum flows and lake volumes. The findings show no evidence of any impact of climate change for the Lake Naivasha basin over the past 50 years. This implies that other factors, such as changes in land cover and infrastructure development, have been responsible for the observed changes in stream flow and lake volumes.
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2.1 Introduction

The unique endorheic basins in the East African Rift Valley are known to be sensitive to perturbations in hydro-climatological conditions (Harper et al., 1990; Olaka et al., 2010). For example, the salinity, ecology and water levels of the lakes are sensitive to inflows, and increasing stream flow may lead to increased sediment and nutrient discharge downstream, affecting the ecology of the lakes (Odongo et al., 2013).

Lake Naivasha is one of the East African Rift Valley lakes that has experienced increased economic activity and water demand (Odongo et al., 2014; van Oel et al. 2013), as well as land cover changes and dam construction in the upper parts of the basin. In addition, the lake may have been affected by long-term changes in the local climate (Olaka et al., 2010). The lake is an endorheic basin of critical importance listed under the Ramsar wetland convention (Ramsar, 1996). Lake levels have been fluctuating notably, showing an overall decline over the past century (Becht and Harper, 2002). Attempts to understand the causes and impacts of the decline have been subject of debate among scientists and water managers (van Oel et al., 2014).

Like other hydro-climatological variables, the lake level changes are stochastic, and may exhibit non-stationarity. The understanding of the non-stationarity in hydro-climatological data caused by perturbations is important for water resources management, since it provides insight in the sensitivity of catchments, which is relevant for strategic planning and risk aversion. This is certainly the case in the Lake Naivasha basin, where development of water systems, such as dam construction, has taken place (Lins and Cohn, 2011).

A way of looking at this statistically is to analyze two forms of non-stationarity: (1) Estimating a trend by fitting a linear function to the data and (2) Examining evidence of abrupt changes caused by a significant shift in the mean of the observed data. Numerous studies have investigated the presence of trends and variability in hydro-climatological data (e.g. Ehsanzadeh and Adamowski, 2010; Ehsanzadeh et al., 2011; Hamed, 2008; Hamed and Rao, 1998; Khaliq et al., 2009; Kumar et al., 2009; Markovic and Koch, 2013). A number of these studies have attributed the existence of trends to climate change (Burn, 1994; Ehsanzadeh and Adamowski, 2010).

The problem with trend detection is that whether or not statistical significance is found depends on the hypothesis regarding the stochastic nature of the process (e.g. von Storch and Zwiers, 1999). Cohn and Lins (2005) also noted this concern and stated that "from a practical standpoint it may be preferable to acknowledge that the concept of statistical significance is meaningless when discussing poorly understood systems". While it is generally assumed that non-stationary behavior
follows a monotonic (unidirectional) trend and/or an abrupt shift, much of the trend could just be a realization of a wider window in which observations occur (Koutsoyiannis, 2006). Consequently, any statistical interpretation may change when the window of observation is widened (Cohn and Lins, 2005; Hamed, 2008; Koutsoyiannis, 2002; Koutsoyiannis, 2003).

Interacting physical processes may cause short and long term persistence of the time series. The interdependence of consecutive hydrological observations may prevail at shorter time scales (smaller windows), leading to past flows correlating closely with present flows (Koutsoyiannis, 2006). This correlation behavior is known as short-range memory or short-term persistence (STP), defined as the situation where the autocorrelation of a variable declines exponentially with time (Koutsoyiannis, 2005). For large timescales (larger windows) another form of dependency exists, known as long term persistence (LTP) (Koutsoyiannis, 2005; Koutsoyiannis, 2006). This behavior is also known as the “Hurst Phenomenon” after Hurst (1951) and refers to the tendency of wet years to cluster into wet periods and dry years to cluster into dry periods. It has been suggested that LTP occurs in many natural processes (Koutsoyiannis, 2002). Not accounting for LTP in trend analysis of hydro-climatological time series data has been shown to lead to incorrect conclusions regarding the causes of the variations, which has consequences for the decision making in water resources management (Hamed, 2008; Hamed and Rao, 1998; Khaliq et al., 2009). Integrating the LTP assumption enables accurate determination of the nature and causative forces of non-stationary behavior of hydro-climatological records (Ehsanzadeh et al., 2012; Koutsoyiannis, 2006). In the case of the Lake Naivasha basin, water balance components that may be attributed to the decline in the lake volumes over the past 50 years have not been studied.

In this chapter, therefore, the water balance components of the Lake Naivasha basin were analyzed for presence of trends. Specifically, the study aimed at investigating the possible existence of (a) abrupt changes, and (b) trends in rainfall, inflows, and volumes of the lake in Lake Naivasha basin caused by either human or natural factors.

2.2 Study area and data
The Lake Naivasha basin is situated in the Kenyan Rift Valley at a latitude of 0° 09’ to 0° 55’S and a longitude of 36° 09’ to 36° 24’E (Figure 2-1). The maximum altitude is about 3990 m above mean sea level (a.m.s.l.) on the eastern side of the Aberdare Mountains and the minimum altitude is about 1980 m a.m.s.l. near the lake. The basin area is approximately 3500 km² in size, with the lake area covering approximately 169 km². There are three major sub-basins, i.e. Gilgil, Malewa and Turasha. Since 1992 a dam constructed in Turasha sub-basin has been supplying an average
of $1.8 \times 10^3$ m$^3$ d$^{-1}$ ($\sim 6.6 \times 10^6$ m$^3$ y$^{-1}$) of water to Lake Nakuru basin, which is outside the Lake Naivasha basin (Nakamura et al., 2001).

Climatic conditions in the study area vary due to considerable differences in altitude and relief. The daily average temperature ranges from 8 to 30 °C. The rainfall regime within the catchment is influenced by local relief, with the catchment being in the rain shadow of the Aberdare Mountains to the East and the Mau Escarpment to the West. There are two rainy seasons: the 'long rains' occurring between March and June (MAMJ) and the 'short rains' which occur between October and December (OND). Annual lake levels are mostly influenced by these two rainy seasons (Vincent et al., 1979). On average the low land areas towards and near the lake experience an annual total rainfall of 610 mm and the wettest slopes of the Aberdare Mountains receive up to 1525 mm of rain a year. Figure 1-3 shows the monthly variation in climatic conditions over Lake Naivasha basin.

![Figure 2-1: Location of Lake Naivasha Basin showing the drainage network including precipitation and river gauging stations used in the study](image)

Stream flow data from three major sub-catchments of the Naivasha Basin were obtained from the Water Resources Management Authority (WRMA) of Kenya. Most of the gauging stations (Figure 2-1) started recording flow levels consistently from around 1960 onwards. Water level
readings were converted into discharges (m$^3$ s$^{-1}$) using rating curves based on high flow and low flow measurements performed by the WRMA and its predecessors between 1958 and 2010. Subsequently, six river gauging stations (Table 2-1) that had less than 20% missing data were considered in this study after filling for the missing data following the method of Hughes and Smakhtin (1996).

Precipitation data were obtained from the Kenya Meteorological Department (KMD). Ten key rainfall stations within the basin that had data from 1957 to 2010 were chosen for this study (Figure 2-1).

Pan evaporation near the lake was monitored from 1958 to 1990 by the Ministry of Water of Kenya. After 1990 the monitoring was discontinued. However, Oserian flower farm weather station closest to the lake started pan evaporation monitoring in 1991. All pan evaporation data were multiplied by a pan coefficient of 0.8 (Ase et al., 1986) to estimate the lake evaporation.

Lake level records of the Lake Naivasha are available from the year 1898 onwards. From 1952 lake levels were recorded monthly, unlike the early recording period when observations were only recorded a few times per year. Consistent daily lake level monitoring started in 1997. All hydro-meteorological data were aggregated into monthly values and then into annual mean, minimum, maximum, and seasonal (MAMJ and OND) values before being subjected to non-stationarity analysis.
Table 2-1: Overview of the percentage of gaps in data coverage of Lake Naivasha Basin river gauging stations. Stations highlighted in grey indicate the stations with high data coverage (<20% gaps) used in this study.

<table>
<thead>
<tr>
<th>Stations</th>
<th>Percentage of gaps 1960-2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>2GA01</td>
<td>89%</td>
</tr>
<tr>
<td>2GA03</td>
<td>7%</td>
</tr>
<tr>
<td>2GA05</td>
<td>49%</td>
</tr>
<tr>
<td>2GA06</td>
<td>22%</td>
</tr>
<tr>
<td>2GB01</td>
<td>44%</td>
</tr>
<tr>
<td>2GB03</td>
<td>72%</td>
</tr>
<tr>
<td>2GB04</td>
<td>34%</td>
</tr>
<tr>
<td>2GB05</td>
<td>17%</td>
</tr>
<tr>
<td>2GB08</td>
<td>7%</td>
</tr>
<tr>
<td>2GC04</td>
<td>7%</td>
</tr>
<tr>
<td>2GC05</td>
<td>7%</td>
</tr>
<tr>
<td>2GC07</td>
<td>6%</td>
</tr>
<tr>
<td>2GC10</td>
<td>56%</td>
</tr>
<tr>
<td>2GD02</td>
<td>52%</td>
</tr>
<tr>
<td>2GD07</td>
<td>48%</td>
</tr>
</tbody>
</table>

2.3 Methods

A preliminary analysis of lake volume variation and water balance was conducted to demonstrate the inter-relationship between the water balance components. The water balance components were then subjected to change point and trend analysis. In this study abrupt changes were investigated using Bayesian change point analysis proposed by Barry and Hartigan (1993). Compared to classical statistics, Bayesian approaches have the advantage of providing comprehensive information on the uncertainty of detected changes. Gradual changes were investigated using modified Mann Kendall (MMK) procedure recommended in Hamed (2008). Double mass curve analysis was performed to explore to which extent any observable change could be attributed to climate variation or anthropogenic influence.

2.3.1 Lake volume change and water balance analysis

The analysis of change in lake volume was based on measurements performed every year in mid-January, since January is the driest period of the year in the basin. Following the water balance continuity equation, the change in lake volume can be written as:

\[
\frac{dV}{dt} = P + (Q_i - Q_o) - E - G \pm \varepsilon \quad [\text{m}^3 \text{yr}^{-1}]
\]

(2-1)
where $\frac{\Delta V}{\Delta t}$ is the annual change in lake volume, $P$ is the annual precipitation over the lake, $Q_i$ is the annual runoff inflow into the lake, $Q_o$ is the annual runoff outflow from the lake, $E$ is the annual evaporation from the lake surface, $G$ is the net water loss from the lake by processes other than evaporation ($E$) and outflow, $(Q_o)$ (flux into the groundwater plus abstraction) and $\epsilon$ is the error term associated with uncertainties in the water balance. In the case of Lake Naivasha there is no visible outlet and is thus unknown. Therefore in this study both $G$ and $Q_o$ are unknown. For this reason, $G$, $Q_o$ and $\epsilon$ were lumped into an unknown residual term ($U$). Therefore Equation (2-1) was reduced to the following form,

$$\frac{\Delta V}{\Delta t} = P + Q_i - E + U \quad [m^3 yr^{-1}]$$

(2-2)

where $U = Q_o + G \pm \epsilon$. Following the approach of van Oel et al. (2013), the changes in lake level (in m) to actual volumes (m$^3$) were recalculated, using the height-area-volume relation presented by Ase et al. (1986). Lake evaporation and precipitation over the lake were all converted into volumes by multiplying by the lake area using the same relationship.

Considering that the observed changes in lake volume reflect the inflow and outflow for a given year, it is possible to re-construct yearly lake volumes using the observed lake volume of a previous year as benchmark and adding present year inflow and outflow. The re-constructed lake volumes for year $t = 1, 2, ..., n$ can then be computed as follows:

$$V^t = V_{obs \ t-1} + p^t + Q^t - E^t \quad [m^3]$$

(2-3)

where $V^t$ is the re-constructed lake volume at the end of the present year $t$, $V_{obs \ t-1}$ is the observed total lake volume at the end of the previous year $t-1$, $p^t$ is the annual total precipitation over the lake, $Q^t$ is the annual total runoff inflow into the lake and $E^t$ is the annual total evaporation from the lake surface. The superscript $t$ covers the period starting at the end of year $t-1$ to the end of year $t$. The reconstructed lake volume, $V^t$, inherently include the unknown residual loss term ($U$) for the current year while the observed lake volumes do not include the unknown residual loss term ($U$). The difference between the observed and reconstructed lake volumes indicated the magnitude of the changes in the unknown term ($U$) of the water balance.

The reconstructed lake volumes were then compared against the observed lake volumes to distinguish any changes attributable to $G$, $Q_o$ and abstractions from the lake. Both observed lake volume series and re-constructed lake volume series were analyzed for evidence of significant abrupt and gradual trends using the Bayesian change point analysis and the MMK test.
The inter-relations between the water balance components were investigated using the cross correlation functions (CCF). Additionally, autocorrelation functions (ACF) were used to observe any evidence of serial correlation in the components.

2.3.2 Change point analysis

The Bayesian model of multiple change point detection (Barry and Hartigan, 1993) adopted in this study allows for computation of posterior probabilities of a number of change points and the posterior mean of the parameters based on an efficient recursion technique (Fearnhead, 2006). The notations presented here are similar to those of Barry and Hartigan (1993).

For time series observations $X_1, X_2, ..., X_n$, the method makes inference when there is an unknown partition, $\rho = (i_0, i_1, ..., i_b)$ of a set $b$ into contiguous blocks; $[X_1, ..., X_{i_0}], [X_{i_0+1}, ..., X_{i_1}], ..., [X_{i_b-1+1}, ..., X_{i_b}]$, such that $0 = i_0 < i_1 < i_2 < ... < i_b = n$, and the means are equal within each block. Each observation is a member of one set only and observations in different sets of a partition are independent. The $i_0, i_1, ..., i_b$ refer to the endpoints of blocks which form a Markov chain. The model assumes that observations $X_1, X_2, ..., X_n$ are independent, $X_i \sim N(\mu_i, \sigma^2)$, and that the probability of a change point at position $i$ is $p_i$ independent at each $i$. The prior distribution of the mean $(\mu_{ij})$ for the block beginning at position $i+1$ and ending at position $j$ is chosen as $N(\mu_0, \sigma_0^2/(j-i))$. It is the expectation that larger deviations of $\mu_0$ are more likely to be detected in short blocks than in long blocks. As a consequence, it is not feasible to identify small deviations in short blocks, a presumption that is built into the prior probabilities (Barry and Hartigan, 1993).

Let $c_{ij}$ be the prior cohesion associated with the block $[ij] = (i+1, ..., j), j > i$ that represents the degree of similarity among the observations in $X_{[ij]}$. Following Yao (1984), the prior cohesion for block $[ij]$ is given by

$$c_{ij} = \begin{cases} p(1-p)^{j-i-1} & \text{if } j < n \\ (1-p)^{j-i-1} & \text{if } j = n \end{cases}$$

The prior cohesion corresponds to the probability that a new change takes place after $j-i$ instants, given a change occurring at the instant $i$. The cohesions can be interpreted as transition probabilities in the Markov chain defined by the endpoints of the blocks in a partition (Loschi and Cruz, 2002).

To generate partitions of data a Markov Chain Monte Carlo (MCMC) technique developed by Erdman and Emerson (2008), which simulates a Markov chain sequence of partitions converging to
the posterior distribution, is implemented. It follows that any generated partition \( p \) may be associated with some value of \( U = (U_1, ..., U_{n-1}) \) in which the random variable \( U_i \) reflects occurrence or non-occurrence of a change point at time \( i \), that is

\[
U_i = \begin{cases} 
1 & \text{if } \mu_i = \mu_{i+1}, \\
0 & \text{if } \mu_i \neq \mu_{i+1}, 
\end{cases}
\]

where \( i = 1, ..., n-1 \). By initializing \( U_i = 0 \) for all \( i < n \), a value of \( U_i \) is drawn from the conditional distribution of \( U_i \) given the data and the current partition.

Following Barry and Hartigan (1993), for \( i \geq 2 \) and with \( b \) denoting the number of blocks obtained if \( U_i = 0 \), conditional on \( U_j \) for \( i \neq j \), the transitional probability of change at position \( i+1 \) is computed as follows:

\[
\frac{p_i}{1 - p_i} = \frac{P(U_i = 1 | X, U_j, j \neq i)}{P(U_i = 0 | X, U_j, j \neq i)}
\]

\[
= \frac{\int_0^{p_0} b^{(1-p)^n-b-1} dp \int_0^{w_0} \frac{w^{b/2}}{(W_1+B_1 \sigma)^{(n-1)/2}} dw}{\int_0^{p_0} b^{-1} (1-p)^{n-b-1} dp \int_0^{w_0} \frac{w^{(b-1)/2}}{(W_0+B_0 \sigma)^{(n-1)/2}} dw}
\]

(2-4)

where \( X \) represents the data, \( W_0 \) and \( B_0 \) are the within block and between block sum of squares, respectively, obtained with \( U_i = 0 \). Similarly, \( W_i \) and \( B_i \) are the within block and between block sum of squares, respectively, obtained with \( U_i = 1 \).

After iterating through the data the posterior means of \( \mu_i \) are updated for the current partition \( p \) and \( X \) using

\[
\mu_i = (1 - w) \bar{X}_{ij} + w \mu_0
\]

(2-5)

where \( w = \sigma^2/(a_0^2 + \sigma^2) \) and \( a_0^2 \) is obtained from prior distribution of \( \mu_j \) chosen as \( N(\mu_0, \sigma^2/(j-i)) \) for block \( ij \). Barry and Hartigan (1993) recommend 50 to 500 iterations for adequate approximation of the posterior mean. In this study 500 iterations were used for the approximation of the posterior mean, following Erdman and Emerson (2008). Details on the complete formulation and procedure of the Bayesian change model have been described in Barry and Hartigan (1993).
2.3.3 Trend analysis

The Mann-Kendall (MK) trend test (Kendall, 1975; Mann, 1945) for uncorrelated independent random data was used. Necessary modifications that account for serial correlation and scaling phenomena, as recommended and suggested by a number of authors, were adopted (e.g. Ehsanzadeh and Adamowski, 2010; Hamed, 2008; Hamed and Rao, 1998; Khaliq et al., 2009; Koutsoyiannis, 2003; Koutsoyiannis, 2006). The modifications adopted to distinguish trend in the hydro-climatological series were based on the assumptions: (1) short-term persistence (STP) and (2) long-term persistence (LTP). Both assumptions were adopted in this study to avoid misdiagnosing a trend, which might exist according to the STP assumption but not according to the LTP assumption (Khaliq et al., 2009).

The MK statistic $S$ is given by:

$$S = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \text{sgn}(x_j - x_i)$$  \hspace{1cm} (2-6)

where $x_i$ and $x_j$ are sequential data values and $n$ is the total number of data values in the time series and $\text{sgn}(x_j - x_i)$ is the sign function given as:

$$\text{sgn}(x_j - x_i) = \begin{cases} 
1 & \text{if } x_j - x_i > 0 \\
0 & \text{if } x_j - x_i = 0 \\
-1 & \text{if } x_j - x_i < 0 
\end{cases}$$ \hspace{1cm} (2-7)

A positive $S$ indicates an increasing trend and a negative $S$ indicates a decreasing trend. Following suggestions by Mann (1945) and Kendall (1975), the statistic $S$ is approximately normally distributed for $n \geq 8$ with the mean and variance given by:

$$E(S) = 0$$ \hspace{1cm} (2-8)

$$V(S) = n(n-1)(2n+5)/18$$ \hspace{1cm} (2-9)

When tied ranks (equal observations) exist in the data, the variance of $S$ is reduced to

$$V(S) = n(n-1)(2n+5)/18 - \sum_{j=1}^{m} t_j(t_j - 1)(2t_j + 5)/18$$ \hspace{1cm} (2-2)

where $m$ is the number of groups of tied ranks each with $t_j$ tied observations. The standardized test statistic $Z_c$ is computed as:
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The $Z_c$ follows a standard normal distribution. The null hypothesis that there is no trend will be rejected when $|Z_c| > Z_{1-\alpha/2}$, where $Z_{1-\alpha/2}$ is the standard normal variate and $\alpha$ is the significance level for the test. In this study, a significance level of $\alpha=0.05$ was used.

2.3.4 Trend analysis under STP hypothesis

The effective sample size (ESS) approach proposed by Hamed and Rao (1998) was adopted to correct for variance estimation used in Equation (2-4) after removal of the trend using Sen’s robust slope estimator (Sen, 1968), which is given by

$$s_0 = \text{median} \left( \frac{x_j - x_i}{j-i} \right) \forall i < j$$

(2.5)

where $x_i$ and $x_j$ are the data at time $i$ and $j$ in the series. Under STP assumption, correction for the tied ranks using Equation (2-6) was unnecessary. Instead, the variance estimate in Equation (2-7) was corrected for autocorrelation according to:

$$V^*(S) = \eta V(S)$$

(2.8)

where $\eta$ is the correction due to autocorrelation, approximated as

$$\eta = 1 + \frac{2}{n(n-1)(n-2)} \times \sum_{i=1}^{n-2} (n - i)(n - i - 1)(n - i - 2) \rho_s(i)$$

(2.9)

where $\rho_s(i)$ is the autocorrelation function of the ranks of observations and $n$ is the actual number of observations. The values of $\rho_s(i)$ must first be calculated after subtracting the Sen’s trend estimator derived using Equation (2-12) (Sen, 1968; Zetterqvist, 1991). Insignificant values of $\rho_s(i)$ will have an adverse effect on the accuracy of the estimated variance of $S$ (Hamed and Rao, 1998). Therefore, during implementation of the test caution was observed by pre-setting the significance level at $\alpha=0.05$ for autocorrelations in Equation (2-14). As such only significant
autocorrelations were included in the calculations. Substituting Equation (2-13) in Equation (2-11) allows for testing of trends under the STP assumption.

2.3.5 Trend analysis under scaling hypothesis

Trend detection under the LTP assumption was conducted following the method proposed by Hamed (2008). The Hurst coefficient, $H$, (Hurst, 1951) of the hydro-climatological data series was first estimated using the maximum likelihood (ML) method proposed by McLeod and Hipel (1978). Following Hamed (2008) the hydro-climatological data series was first detrended using the Sen’s robust slope estimator (Sen, 1968) in Equation (2-12). The equivalent normal variates, $z_t$, of rank of the detrended series were then computed using Equation (2-15).

$$z_t = \Phi^{-1}\left(\frac{R_t}{n+1}\right)$$

(2-10)

where $\Phi^{-1}$ is the inverse of the standard normal distribution function, $n$ is the number of observations and $R_t$ is the rank of detrended observations. Next, the correlation matrix, $C_n(H)$, was computed for a given $H$ using Equation (2-16).

$$C_n(H) = \begin{bmatrix} \rho_{|j-i|} \end{bmatrix}, \text{ for } i = 1: n, \ j = 1: n$$

and

$$\rho_l = 0.5(|l + 1|^{2H} - 2|l|^{2H} + |l - 1|^{2H})$$

(2-16)

where $\rho_l$ is the autocorrelation function of lag $l$ for a given $H$. Finally, $H$ was obtained by maximizing the log likelihood function of $H$ shown in Equation (2-17).

$$\log L(\mu, \gamma_0, H) = -\frac{1}{2} \log |C_n(H)| - \frac{z^T[C_n(H)]^{-1}z}{2\gamma_0} - \frac{n}{2} \log \gamma_0$$

(2-17)

where $H$ is the Hurst coefficient of the hydro-climatological data series, $|C_n(H)|$ is the determinant of the correlation matrix, $C_n(H)$, $z^T$ is the transpose vector of the equivalent normal variates, $z_t$, $\gamma_0$ is the variance of $z_t$, and $z$ is a vector of $z_t$, computed from Equation (2-15). The value of $H$ may vary between 0 and 1. When $H = 0.5$ the variables are independent, but when $H > 0.5$ the variables show presence of long memory or a persistent process (Montanari et al., 1997). Values of $H < 0.5$ correspond to a negative dependence or an anti-persistent process (Koutsoyiannis, 2010; Montanari et al., 1997).
Considering that the mean \( \mu = 0 \) for the normal variates \( z_t \), and \( \gamma_0 \) is a constant, the ML estimate of the scaling coefficient \( H \) can then be obtained by maximizing Equation (2-17), which is then reduced to

\[
\log L(H) = -\frac{1}{2} \log|C_n(H)| - \frac{Z^T[C_n(H)^{-1}]z}{2\gamma_0}
\]

(2-18)

Following Hamed (2008) the significance of the estimated \( H \) obtained using Equation (2-18) can be tested using

\[
\mu_H = 0.5 - 2.874n^{-0.9067}
\]

\[
\sigma_H = 0.77654n^{-0.5} - 0.0062
\]

(2-19)

If \( H \) is not significant, then the modified MK test under STP assumption is accepted. Otherwise, a modified standard deviation (Equation 2-20) of the MK statistic \( S \) integrating the scaling assumption under LTP is computed based on methodology proposed by Ehsanzadeh and Adamowski (2010):

\[
\tilde{s} = \sqrt{\text{Var}(S)} = \sigma \sqrt{\frac{n - 0.5}{n - n^{2H-1}}}
\]

\[
= \sqrt{\frac{n - 0.5}{n - n^{2H-1}}} \times \sqrt{n(n - 1)(2n + 5)/18 - \sum_{j=1}^{m} t_j(t_j - 1)(2t_j + 5)/18}
\]

(2-20)

The revised standard deviation was then used in Equation (2-11). Equation (2-20) is unbiased for a known \( H \) and different in form to the one suggested by Hamed (2008), which needs correction for bias. If the trend at this point (after correction for LTP) is found to be significant then the null hypothesis, which assumes that there is no trend, is rejected.

For Turasha dam, where the amount of water abstraction was known, evidence of trends was re-investigated by assuming a scenario without abstraction of water from the dam. In other words, here the known amount of extracted water was ‘added’ to the observed discharge. Double mass curve analysis was then used to investigate the cause of changes. This was done by correlating the cumulative averages of the water balance components.
2.3.6 Double mass curve analysis

Double mass curve analysis was used to investigate changes in hydrological response attributable to human influences or changes in surface conditions. The double mass curve between precipitation and total flow from the sub-catchments is given as:

\[ X(t) = \sum_{i=1}^{t} P_{ui}, \quad Y(t) = \sum_{i=1}^{t} Q_{ui}, \quad t = 1, 2, \ldots, n \]  

where \( X(t) \) and \( Y(t) \) are the cumulative annual precipitation and total flows, respectively, of the upstream sub-catchments. \( P_{ui} \) (mm) is the annual precipitation in the upstream catchment region for year \( i \), computed using mean precipitation data recorded in upstream stations; \( Q_{ui} \) is the total flow from upstream sub-catchments into the lake for year \( i \).

As long as the hydrological response does not change, the double mass curve produces a straight line. The inflection of the curve is indicative of changes in the rainfall-runoff relation, which could be caused by measurement errors, human-induced abstraction or changes in surface hydrology due to land cover change. The difference between the curve and the regression straight line extrapolated to approximate natural conditions gives the cumulative change in flow caused by mentioned effects:

\[ \Delta W_t = Y'(t) - Y(t) \]  

where \( \Delta W_t \) is the cumulative change in flow in year \( t \) and \( Y'(t) \) is the estimated cumulative flow in year \( t \), extrapolated by a straight regression line from flow under approximate natural conditions (Huo et al., 2008).

2.4 Results

2.4.1 Lake volume change and water balance

Figure 2-2 shows the time series of annual lake water balance components and the re-constructed lake volumes from 1960 to 2010. Precipitation showed no general trend in decrease or increase during this period. Lake volumes showed periods of increase (e.g. early 1960s) and decline (e.g. late 1980s) while evaporation showed a general decreasing trend. Lake evaporation is correlated to lake volumes due its dependence on lake area. River discharges showed great variability, with peak values between 1987 and 1998. The residual term, \( U \), was less variable than river discharges in absolute sense, but also peaked between 1987 and 1998, and was higher on average in the 2000s compared to the period before 1987.
The inter-annual changes in observed and computed lake volumes had a correlation of $R^2=0.66$ ($p<0.05$) (Figure 2-3). In a few cases, high input flows resulted in small lake volume changes. These anomalies in inflow stemmed from Gilgil River data in years without exceptional rainfall. In those cases the inflows even exceeded the rainfall equivalent in the Gilgil catchment, suggesting measurement error in the inflows.
Figure 2-2: Time series of annual water balance components of Lake Naivasha between 1960 and 2010.
The average $U$ was $139 \times 10^6$ m$^3$ (equivalent to 0.82 m of lake level at the mean lake area) for the 50 years that were analyzed. The trend of the reconstructed lake volumes was insignificant ($S_o = -4.42 \times 10^6$ m year$^{-1}$; -0.03 m year$^{-1}$, $p>0.05$), while the trend of the observed lake volumes exhibited a significant decline ($S_o = -9.35 \times 10^6$ m$^3$ year$^{-1}$; -0.06 m year$^{-1}$, $p<0.05$) (Figure 2-4).

The annual changes in lake volume were mostly correlated to the runoff inflow ($R^2=0.61$, $p<0.05$), but they hardly depended on the lake evaporation ($R^2=0.05$, $p>0.05$) and precipitation ($R^2=0.13$, $p>0.05$) (Figure 2-5). The poor correlation of both lake surface evaporation and precipitation to the change in lake volumes suggests that they were insignificant in explaining lake volume changes. The observed pan evaporation data show that the lake has experienced an average evaporation rate of approximately $2.26 \times 10^8$ m$^3$ year$^{-1}$ (equivalent to 1.32 m annually) over the past 50 years.
Figure 2-4: Time series of observed and re-constructed lake volumes

Figure 2-5: Annual time series of observed and re-constructed lake volumes
2.4.2 Autocorrelations

Precipitation over the lake and runoff inflow into the lake exhibited insignificant serial correlation for all lags ($r < 0.3, p>0.05$). However, lake volume and evaporation series exhibited strong serial correlation for all lags, indicative of long-term persistence (Figure 2-6). This is expected because lake volumes have memory, while lake evaporation is proportional to lake area. Cross correlation functions revealed that total inflow into the lake was more strongly correlated ($r=0.69, p<0.05$) to lake volume changes than precipitation ($r=0.49, p<0.05$) over the lake or lake evaporation ($r=-0.042, p>0.05$) (Figure 2-7).

Figure 2-6: Sample autocorrelation function of the water balance components: (a) precipitation, (b) runoff volume, (c) evaporation, and (d) lake volume (1960-2010). The dotted lines form the upper and lower confident boundaries at $\alpha = 0.05$
Figure 2-7: Cross correlation functions (CCFs) comparing the water balance components (a) precipitation (b) runoff volume and (c) evaporation with lake volume change (1960-2010). The dotted lines form the upper and lower confident boundaries at $\alpha = 0.05$

2.4.3 Change point analysis

Bayesian change point analysis of the precipitation for nine out of the ten stations showed no evidence of abrupt changes in the annual mean, maximum, or seasonal MAMJ and OND precipitation. The probability of abrupt changes was low. A few abrupt changes were observed in the annual minimum precipitation over the past 50 years. Table 2-2 shows some evidence of abrupt changes; Figure 2-8 shows an example of the station located in the Turasha sub-catchment that has experienced a number of abrupt changes in its precipitation series.
### Table 2-2: Year of occurrence and, in brackets, number of abrupt shift points observed for both precipitation and runoff; shading indicates the occurrence of abrupt shifts

<table>
<thead>
<tr>
<th>Sub-basin</th>
<th>Station</th>
<th>Mean</th>
<th>Max</th>
<th>Min</th>
<th>MAMJ</th>
<th>OND</th>
<th>Station</th>
<th>Mean</th>
<th>Max</th>
<th>Min</th>
<th>MAMJ</th>
<th>OND</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gilgil</td>
<td>2GA03</td>
<td>1988(1)</td>
<td>0</td>
<td>1969, 1989(2)</td>
<td>1988 (1)</td>
<td>1988, 1990 (1)</td>
<td>9036999</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Malewa</td>
<td>2GB05</td>
<td>0</td>
<td>0</td>
<td>1969, 1988, 2000 (3)</td>
<td>0</td>
<td>0</td>
<td>9036289</td>
<td>0</td>
<td>0</td>
<td>1965(1)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2GB08</td>
<td>0</td>
<td>0</td>
<td>1969, 1988, 2000 (3)</td>
<td>0</td>
<td>0</td>
<td>9036290</td>
<td>0</td>
<td>0</td>
<td>1965, 2002(1)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Turasha</td>
<td>2GC04</td>
<td>1990, 1990(2)</td>
<td>1963, 1999(2)</td>
<td>0</td>
<td>0</td>
<td>9036241</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2GC05</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9036264</td>
<td>0</td>
<td>0</td>
<td>1962, 2001(2)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2GC07</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9036272</td>
<td>1961, 1974, 1999(3)</td>
<td>0</td>
<td>0</td>
<td>1965, 1997(2)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9036025</td>
<td>0</td>
<td>0</td>
<td>1981(1)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9036002</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9036109</td>
<td>0</td>
<td>0</td>
<td>1977(1)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9036281</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lower basin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9036025</td>
<td>0</td>
<td>0</td>
<td>1981(1)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Stations with no abrupt shifts (%)**

<table>
<thead>
<tr>
<th></th>
<th>67</th>
<th>83</th>
<th>33</th>
<th>83</th>
<th>83</th>
<th>90</th>
<th>100</th>
<th>40</th>
<th>100</th>
<th>100</th>
</tr>
</thead>
</table>
Figure 2-8: Abrupt shifts (top) and posterior probability distribution (bottom) of the mean, maximum, and minimum annual precipitation, as well as for the months March/April/May/June and the months October/November/December, respectively, at station 9036272 located at the Turasha sub-catchment.
Characterisation of hydroclimatological trends and variability

The analysis of abrupt changes using the Bayesian approach showed that the largest contributor to the lake, the Turasha River, did not exhibit any abrupt shifts upstream of the dam (stations 2GC05 and 2GC07) (Table 2-2). However, flows downstream of the dam, at station 2GC04, did show evidence of shifts in the mean, maximum, minimum, as well as seasonal MAMJ and OND flows.

The Malewa River, the second largest contributor to the lake, showed no shifts in the annual mean, maximum, or seasonal flows at its stations (2GB05 and 2GB08), although the minimum flows experienced several abrupt shifts over the past 50 years (Table 2-2). Seasonal OND flows for station 2GB08, however, showed temporal shifts, which were due to higher than average flows that did not last long enough to significantly affect the posterior mean.

The Gilgil River, the third largest contributor to the lake, showed a nearly doubling of the annual discharge recorded at station 2GA03 between 1987 and 2010. This abrupt change was due to sudden periodic increases in the minimum and seasonal flows, while the peak flows remained unaltered (Figure 2-9).

Abrupt changes in the lake volumes were analyzed as well. The observed annual total lake volume fluctuations experienced high probabilities of abrupt changes in the posterior mean (Figure 2-10). After a significant step change in 1961, the lake volumes remained fairly stable, and experienced two upward and four downward abrupt changes between 1973 and 2001. This pattern was quite different from that of the re-constructed lake volume. Instead of 5, only 2 abrupt changes occurred. Reconstructed lake volumes were stable from 1962 until 2000, after which time a decline in posterior mean was observed.
Figure 2-9: Abrupt shifts (top) and posterior probability distribution (bottom) of the mean, maximum, and minimum annual runoff, as well as the annual runoff in the months March/April/May/June and the months October/November/December, respectively, for the Gilgil River sub-catchment (at station 2GA03)
Figure 2-10: Posterior probability distribution of abrupt change points of annual (a) observed mean lake volumes and (b) re-constructed lake volumes
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2.4.4 Double mass curve analysis

The double mass curves show that precipitation and total mean outflow from Turasha and Malewa sub-basins were consistently linearly related prior to 1988 (Figure 2-11), as indicated by the slope of the line. After 1988, increased flows were observed, which prevailed until 1998. This shows that precipitation and outflows from the headwaters of the basin varied naturally before 1988. Immediately after 1998, the flows resumed a slope similar to the slope in the period before 1988. The Gilgil sub-basin showed an increase in flow of 53% around 1988, which prevailed until 2010 (Figure 2-12).

Figure 2-11: Double cumulative curve for annual precipitation and total outflow of the combined Malewa (at 2GB05) and Turasha (at 2GC04) sub-catchments
Results of the double mass curve analysis used to investigate the influence of water abstraction from the Turasha dam introduced in 1992 showed that, in the absence of abstraction from the system, the minimum flows of the Turasha sub-basin would remain consistent with those in the pre-dam period (Figure 2-13).

Double mass curve analysis of lake volume changes and total flow input to the lake varied linearly until 1987 after which the slope changes (Figure 2-14). After 1988, changes in flow input to the lake resulted in only little change in lake volume. The change in slope between the two periods showed that the lake volume changes were reduced by approximately 46%. Increased difference was observed between the 1:1 line and the cumulative curve suggesting that the residual term ($U$) has increased since 1988.
Figure 2-13: Double mass curve for annual precipitation and minimum outflow of Turasha sub-catchment at station 2GC04. Open circles represent cumulative minimum river flows with dam abstraction included. Solid circles represent cumulative minimum river flows as observed without abstractions.

2.4.5 Trend analysis

Trends were detected in the annual mean, maximum, and minimum, as well as the seasonal MAMJ precipitation observed at some stations (Table 2-3) in the Turasha and Malewa sub-catchments. For the Gilgil sub-catchment, however, representative precipitation series data did not exhibit any significant gradual trends. No trends were evident under either the STP or the LTP assumptions.

The MK trend analysis based on STP assumptions for stream flow suggests that mean, maximum, minimum, and seasonal annual flows have experienced an upward trend over the past 50 years for Gilgil River station 2GA03 (Table 2-4). This was further confirmed by subjecting the test to the LTP assumptions, which showed that the Hurst coefficient, which is a measure of LTP, was insignificant in all cases other than the minimum flows. The upward trend was still significant after correcting for LTP in the minimum flows of the Gilgil River at station 2GA03.
Figure 2-14: Double mass curve of annual lake volume change and total input into the lake. The difference between the 1:1 line and the cumulative curve is the cumulative residual term $U$. 

Cumulative $\Delta V + E$ ($\times 10^8$ m$^3$) vs Cumulative $P + Q$ ($\times 10^8$ m$^3$)

- 1960-1987
- 1988-2010

Regression lines:
- $y = 0.76x + 1.86$
- $y = 0.35x + 41.8$
Table 2-3: Modified MK trend results under STP and LTP assumption for precipitation stations. Significant trends are in bold type and marked with the symbol †.

<table>
<thead>
<tr>
<th>Station</th>
<th>STP</th>
<th>LTP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sen’s slope</td>
<td>Z</td>
</tr>
<tr>
<td>Lower catchment</td>
<td>Mean</td>
<td>-0.03</td>
</tr>
<tr>
<td>(9036002)</td>
<td>annual max</td>
<td>-0.08</td>
</tr>
<tr>
<td></td>
<td>annual min</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>MAMJ</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td>OND</td>
<td>0.06</td>
</tr>
<tr>
<td>Turasha</td>
<td>Mean†</td>
<td>-0.34</td>
</tr>
<tr>
<td>(9036025)</td>
<td>annual max†</td>
<td>-1.00</td>
</tr>
<tr>
<td></td>
<td>annual min†</td>
<td>-0.25</td>
</tr>
<tr>
<td></td>
<td>MAMJ</td>
<td>-1.36</td>
</tr>
<tr>
<td></td>
<td>OND</td>
<td>-0.32</td>
</tr>
<tr>
<td>Lower catchment</td>
<td>Mean</td>
<td>0.13</td>
</tr>
<tr>
<td>(9036109)</td>
<td>annual max</td>
<td>-0.40</td>
</tr>
<tr>
<td></td>
<td>annual min†</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>MAMJ</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>OND</td>
<td>0.35</td>
</tr>
<tr>
<td>Turasha</td>
<td>Mean†</td>
<td>-0.29</td>
</tr>
<tr>
<td>(9036241)</td>
<td>annual max</td>
<td>-0.37</td>
</tr>
<tr>
<td></td>
<td>annual min</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td>MAMJ</td>
<td>-1.07</td>
</tr>
<tr>
<td></td>
<td>OND</td>
<td>0.06</td>
</tr>
<tr>
<td>Turasha</td>
<td>Mean</td>
<td>-0.22</td>
</tr>
<tr>
<td>(9036264)</td>
<td>annual max†</td>
<td>-1.03</td>
</tr>
<tr>
<td></td>
<td>annual min</td>
<td>-0.06</td>
</tr>
<tr>
<td></td>
<td>MAMJ</td>
<td>-0.45</td>
</tr>
<tr>
<td></td>
<td>OND</td>
<td>0.11</td>
</tr>
<tr>
<td>Turasha</td>
<td>Mean</td>
<td>-0.37</td>
</tr>
<tr>
<td>(9036272)</td>
<td>annual max†</td>
<td>-0.71</td>
</tr>
<tr>
<td></td>
<td>annual min</td>
<td>-0.19</td>
</tr>
<tr>
<td></td>
<td>MAMJ</td>
<td>-2.07</td>
</tr>
<tr>
<td></td>
<td>OND</td>
<td>-0.43</td>
</tr>
</tbody>
</table>
Table 2-3 continued: Modified MK trend results under STP and LTP assumption for precipitation stations. Significant trends are written in bold and marked with the symbol †

<table>
<thead>
<tr>
<th>Station</th>
<th>STP</th>
<th>LTP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sen’s slope</td>
<td>Z</td>
</tr>
<tr>
<td>Lower catchment (9036281)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.03</td>
<td>-0.49</td>
</tr>
<tr>
<td>annual max</td>
<td>-0.19</td>
<td>-0.58</td>
</tr>
<tr>
<td>annual min</td>
<td>-0.08</td>
<td>-1.30</td>
</tr>
<tr>
<td>MAMJ</td>
<td>-0.64</td>
<td>-0.70</td>
</tr>
<tr>
<td>OND</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>Malewa (9036289)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.01</td>
<td>-0.02</td>
</tr>
<tr>
<td>annual max</td>
<td>-0.26</td>
<td>-1.12</td>
</tr>
<tr>
<td>annual min</td>
<td>-0.04</td>
<td>-0.41</td>
</tr>
<tr>
<td>MAMJ</td>
<td>0.11</td>
<td>0.13</td>
</tr>
<tr>
<td>OND</td>
<td>0.29</td>
<td>0.86</td>
</tr>
<tr>
<td>Malewa (9036290)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.19</td>
<td>1.09</td>
</tr>
<tr>
<td>annual max</td>
<td>0.12</td>
<td>0.57</td>
</tr>
<tr>
<td>annual min</td>
<td>0.00</td>
<td>-0.48</td>
</tr>
<tr>
<td>MAMJ</td>
<td>0.97</td>
<td>0.90</td>
</tr>
<tr>
<td>OND</td>
<td>1.27</td>
<td>1.15</td>
</tr>
<tr>
<td>Gilgil (9036999)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.06</td>
<td>0.49</td>
</tr>
<tr>
<td>annual max</td>
<td>-0.21</td>
<td>-0.46</td>
</tr>
<tr>
<td>annual min</td>
<td>-0.05</td>
<td>-0.90</td>
</tr>
<tr>
<td>MAMJ</td>
<td>0.29</td>
<td>0.34</td>
</tr>
<tr>
<td>OND</td>
<td>1.31</td>
<td>1.58</td>
</tr>
</tbody>
</table>

The MK test revealed that the minimum flows of the Malewa and Turasha River stations experienced significantly declining trends, even after accounting for the LTP behavior. The annual mean, annual maximum, as well as seasonal MAMJ and OND flows did not show any evidence of a trend (Table 2-4). Re-analysis based on the reconstructed minimum flows of the Turasha River, derived by adding the known abstraction from the reservoir, did not show any evidence of a significant trend (p>0.05) either. The minimum flows also exhibited long term persistence behavior, with the Hurst coefficient being significantly greater than 0.5 in all stations. Annual total lake volumes showed a significant, declining trend under STP assumptions, even after accounting for LTP behavior (Table 2-4). The reconstructed lake volumes also showed a significant trend (p<0.05) under STP assumptions; however, this trend was absent after accounting for LTP.

This was further confirmed by subjecting the test to the LTP assumptions, which showed that the Hurst coefficient, which is a measure of LTP, was insignificant in all cases other than the minimum
flows. The upward trend was still significant after correcting for LTP in the minimum flows of the Gilgil River at station 2GA03.

The MK test revealed that the minimum flows of the Malewa and Turasha River stations experienced significantly declining trends, even after accounting for the LTP behavior. The annual mean, annual maximum, as well as seasonal MAMJ and OND flows did not show any evidence of a trend (Table 2-4). Re-analysis based on the re-constructed minimum flows of the Turasha River, derived from the assumption no water abstraction had taken place at the dam, did not show any evidence of a significant trend either ($p>0.05$). Minimum flows were found to exhibit long term persistence behavior, with the Hurst coefficient being significantly greater than 0.5 in all stations.

Annual total lake volumes showed a significant, declining trend under STP assumptions, even after accounting for LTP behavior (Table 2-4). The re-constructed lake volumes also showed a significant trend ($p<0.05$) under STP assumptions; however, this trend was absent after accounting for LTP.
<table>
<thead>
<tr>
<th>Station</th>
<th>Sen’s slope STP</th>
<th>Z</th>
<th>αz</th>
<th>STP</th>
<th>Z</th>
<th>αz</th>
<th>LTP</th>
<th>Z</th>
<th>αz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gilgil (2GA03)</td>
<td>31431.21</td>
<td>2.43</td>
<td>0.01</td>
<td>0.37</td>
<td>0.66</td>
<td>3.07</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>annual max†</td>
<td>47561.42</td>
<td>2.14</td>
<td>0.03</td>
<td>0.36</td>
<td>0.55</td>
<td>1.32</td>
<td>0.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>annual min†</td>
<td>14753.61</td>
<td>7.70</td>
<td>&lt;0.001</td>
<td>0.71</td>
<td>&lt;0.001</td>
<td>6.07</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAMJ†</td>
<td>124831.23</td>
<td>2.95</td>
<td>&lt;0.001</td>
<td>0.53</td>
<td>0.26</td>
<td>3.06</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OND†</td>
<td>66852.49</td>
<td>1.98</td>
<td>0.05</td>
<td>0.44</td>
<td>0.84</td>
<td>1.98</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malewa (2GB05)</td>
<td>Mean -46018.72</td>
<td>-1.07</td>
<td>0.28</td>
<td>0.34</td>
<td>0.42</td>
<td>-1.07</td>
<td>0.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>annual max</td>
<td>-119674.25</td>
<td>-1.05</td>
<td>0.29</td>
<td>0.17</td>
<td>0.02</td>
<td>-0.98</td>
<td>0.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>annual min†</td>
<td>-26480.63</td>
<td>-4.29</td>
<td>&lt;0.001</td>
<td>0.71</td>
<td>&lt;0.001</td>
<td>-0.09</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAMJ</td>
<td>-24982.13</td>
<td>-0.15</td>
<td>0.88</td>
<td>0.43</td>
<td>0.92</td>
<td>-0.15</td>
<td>0.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OND</td>
<td>-87257.72</td>
<td>-0.89</td>
<td>0.37</td>
<td>0.48</td>
<td>0.56</td>
<td>-0.89</td>
<td>0.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malewa (2GB08)</td>
<td>Mean -24135.51</td>
<td>-0.86</td>
<td>0.39</td>
<td>0.40</td>
<td>0.88</td>
<td>-0.86</td>
<td>0.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>annual max</td>
<td>-107577.56</td>
<td>-0.96</td>
<td>0.34</td>
<td>0.46</td>
<td>0.67</td>
<td>-0.96</td>
<td>0.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>annual min</td>
<td>9255.42</td>
<td>1.17</td>
<td>0.24</td>
<td>0.83</td>
<td>&lt;0.001</td>
<td>1.00</td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAMJ</td>
<td>24951.46</td>
<td>0.21</td>
<td>0.83</td>
<td>0.55</td>
<td>0.18</td>
<td>0.23</td>
<td>0.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OND</td>
<td>-16978.19</td>
<td>-0.15</td>
<td>0.88</td>
<td>0.69</td>
<td>0.01</td>
<td>-0.14</td>
<td>0.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turasha (2GC04)</td>
<td>Mean 37881.39</td>
<td>0.55</td>
<td>0.58</td>
<td>0.59</td>
<td>0.09</td>
<td>0.54</td>
<td>0.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>annual max</td>
<td>400824.94</td>
<td>1.61</td>
<td>0.11</td>
<td>0.63</td>
<td>0.04</td>
<td>1.57</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>annual min†</td>
<td>-26423.73</td>
<td>-5.33</td>
<td>&lt;0.001</td>
<td>0.72</td>
<td>&lt;0.001</td>
<td>-2.88</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAMJ</td>
<td>74400.69</td>
<td>0.29</td>
<td>0.77</td>
<td>0.56</td>
<td>0.17</td>
<td>0.29</td>
<td>0.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OND</td>
<td>132936.23</td>
<td>0.83</td>
<td>0.41</td>
<td>0.37</td>
<td>0.63</td>
<td>0.86</td>
<td>0.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turasha (2GC05)</td>
<td>Mean 1852.38</td>
<td>0.24</td>
<td>0.81</td>
<td>0.47</td>
<td>0.61</td>
<td>0.23</td>
<td>0.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>annual max</td>
<td>18840.72</td>
<td>1.06</td>
<td>0.29</td>
<td>0.65</td>
<td>0.02</td>
<td>0.71</td>
<td>0.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>annual min</td>
<td>-3232.41</td>
<td>-1.59</td>
<td>0.11</td>
<td>0.68</td>
<td>0.01</td>
<td>-1.54</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAMJ</td>
<td>-41264.91</td>
<td>-0.71</td>
<td>0.47</td>
<td>0.46</td>
<td>0.70</td>
<td>-0.71</td>
<td>0.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OND</td>
<td>48133.68</td>
<td>1.53</td>
<td>0.13</td>
<td>0.31</td>
<td>0.28</td>
<td>1.40</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turasha (2GC07)</td>
<td>Mean -1515.92</td>
<td>-0.60</td>
<td>0.55</td>
<td>0.41</td>
<td>0.96</td>
<td>-0.60</td>
<td>0.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>annual max</td>
<td>-4895.35</td>
<td>-0.73</td>
<td>0.46</td>
<td>0.54</td>
<td>0.26</td>
<td>-0.73</td>
<td>0.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>annual min</td>
<td>-467.27</td>
<td>-0.60</td>
<td>0.55</td>
<td>0.64</td>
<td>0.03</td>
<td>-0.59</td>
<td>0.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAMJ</td>
<td>-10227.83</td>
<td>-1.48</td>
<td>0.14</td>
<td>0.40</td>
<td>0.89</td>
<td>-0.76</td>
<td>0.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OND</td>
<td>868.51</td>
<td>0.15</td>
<td>0.88</td>
<td>0.28</td>
<td>0.17</td>
<td>0.15</td>
<td>0.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lake volumes</td>
<td>Mean -9354656.35</td>
<td>-4.25</td>
<td>&lt;0.001</td>
<td>0.91</td>
<td>&lt;0.001</td>
<td>-3.70</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Re-constructed Lake volumes</td>
<td>Mean -4422006.36</td>
<td>-2.76</td>
<td>0.01</td>
<td>0.87</td>
<td>&lt;0.001</td>
<td>-1.86</td>
<td>0.063</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.5 Discussion

We found no evidence of changes in the mean precipitation in the study area during the last 50 years (Table 2-2) This is agreement with most studies in other parts of the East African region (Seleshi and Zanke, 2004; Shang et al., 2011; Wagesho et al., 2013), which all suggest that there is no evidence of trends in precipitation, although some studies showed a decrease of rainfall in East Africa (Williams and Funk, 2011), while the Inter-governmental Panel for Climate Change (IPCC) in its 4th Assessment Report (AR4) projects an increase in precipitation over Eastern Africa (Boko et al., 2007). A recent hydro-climatological study of the Lake Victoria basin did observe a significant increase in precipitation, while at the same time recording insignificant changes in flows (Nyeko-Ogiramoi et al., 2013). The findings by Nyeko-Ogiramoi et al. (2013) did not report correction for the presence of STP or LTP in their analysis since they used the traditional Mann Kendall statistical method.

As discussed before, trends have to be interpreted with care, and for this reason, the novel approach by Hamed (2008) was adopted here, which takes both STP and LTP into account. This was important because presence of LTP in a stochastic process is known to induce artificial significant trends (Cohn and Lins, 2005).

Despite homogenous observations of precipitation in this study, significant changes were observed in runoff volumes. The fact that precipitation changes are unrelated to changes in river discharge suggests that there must be other underlying causes of the changes in flows, other than precipitation. Two possible explanations: (1) measurement error regarding discharge, (2) changes in surface condition in this part of the basin.

For the Gilgil sub-basin, the steep and confined nature of the upper parts of the sub-catchment coupled with land use and cover changes over the years could have rendered this area vulnerable to increased flows.

For the Malewa and Turasha sub-basins, it was hypothesized that the decline in precipitation observed at a few stations was the cause of the observed significant decline in minimum flow downstream. However, this was not the case as the changes in precipitation were small. It is more likely that a dam for water abstraction caused the decline in minimum flows in that part of the basin, as shown in Figure 2-13. Since 1992 an average of 6.6×10^6 m^3 of water has been abstracted annually from the reservoir and transferred outside the basin (Nakamura et al., 2001). The findings revealed that the water abstraction as a result of the dam did affect the minimum annual flow downstream, while the contribution of gradual changes in precipitation (-0.22~0.37 mm y^-1) to the decline in minimum flow was much smaller. This was on average one order of magnitude less (1.59×10^5~2.68×10^5 m^3 y^-1) than the annual dam abstraction.
The results of the cumulative curve analysis and the fact that the majority of the precipitation stations showed no abrupt changes, suggest that climate change did not affect the hydrological regime of the Lake Naivasha Basin over the past 50 years, but that factors other than precipitation alone were responsible for the changes observed in stream flow. A number of studies (e.g. Cheung et al., 2008; Huo et al., 2008; Siriwardena et al., 2006) that used double mass curve analysis in other regions have shown that human related impacts have caused decline in basin annual total flows. In the case of the Naivasha Basin, however, human impact through abstraction and diversion from the dam was only evident in the annual minimum flows.

Contrary to the observed decline in annual minimum flow due to abstraction, the relation between mean inflow to the lake and precipitation did not change (Figure 2-11). However, increased flows were observed between 1988 and 1998. Immediately after 1998, it can be observed that the flows resumed a trend near similar to the period before 1988. Two possible explanations for the inconsistency in the pattern over this period are proposed here: (1) the construction of the dam, caused sedimentation which changed the cross sectional area of the river, and eventual wash-down during the extreme high flows of El Niño in 1998. or (2) Changes in gauge location, error in the data or changes in the surface condition affecting runoff generation. Unfortunately, we do not have details to confirm either hypothesis.

Double mass curve analysis of the lake water balance components suggested increased residual output ($U$) in the post 1988 period (Figure 2-14). Increased input to the lake yielded minimal lake volume changes, meaning that the observed gradual decline in lake volume was not due to climatic influences, but mostly due to the increased residual term $U$.

The observed lake volumes declined at a mean rate of $9.35 \times 10^6 \text{ m}^3 \text{ year}^{-1}$ (Equivalent to 0.06 m year$^{-1}$) (Table 2-3). This decline was significant under both STP and LTP assumptions. It was further revealed that the lake exhibits long term persistence behavior contrary to the suggestion that the lake is an anti-persistence lake (Tarafdar and Harper, 2008). A re-analysis for evidence of a trend regarding the computed lake volumes was significant ($p<0.05$) under STP assumption. However, under LTP this trend was found not to be significant. Furthermore, the trend of the re-constructed lake volumes showed a less gradual decline of $4.42 \times 10^6 \text{ m}^3 \text{ year}^{-1}$ (equivalent to 0.03 m year$^{-1}$) which was insignificant ($p>0.05$). This rate of decline was about 50% less than the observed rate of decline. These findings were similar to findings for Lake Victoria reported by Sutcliffe and Petersen (2007), who found that observed lake levels declined but re-constructed lake levels remained unaltered if abstractions from a power plant station were excluded from the water balance.

The absence of a trend in the reconstructed lake volumes and the presence of a trend in the observed lake volumes proves that there has been an increase in the unknown term, $U$ (Figure 2-2). The term $U$ shows considerable interannual variability that is smaller than the variability of $Q_i$, but still large
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compared the average \( U \). It is unlikely that this variability is caused by interaction with the groundwater, which is expected to depend on lake levels. Abstractions may exhibit some interannual variability. Increased abstractions due to increased population and growth in horticultural industry in the basin have been evidence since the early 1980’s (Becht and Harper, 2002). The trend in \( U \) may be attributed to abstractions, although we cannot rule out measurement errors. The causes of changes in the residual term \( U \) will need to be studied using other methods than our statistical analysis.

It was further observed that the abrupt changes in flows of the Lake Naivasha Basin corresponded with significant gradual trends, making the two changes indistinguishable. Our findings agree with those observed by Xiong and Guo (2004) in the Yangtze Basin where the abrupt and gradual changes in flows were found to be closely related and thus indistinguishable. On the contrary, the two types of changes were distinguishable in the precipitation data for the Lake Naivasha Basin. These observations provide valuable insights into the nature of non-stationarity behavior of the hydro-climatological variables of the Lake Naivasha Basin and contribute useful information to the existing knowledge and future water management plan of the basin. The methodological framework presented in this study provides a means of correcting for anthropogenic influences and testing for trends assuming natural conditions.

2.6 Conclusions

Hydro-climatological trends and variability in the Lake Naivasha Basin were explored with the aim of identifying tendencies in precipitation, stream flow and lake volumes that could be attributed to climatic or anthropogenic influences. The findings showed that the precipitation series was fairly homogenous with most stations showing little abrupt or gradual changes. Upstream flows were equally homogenous with few abrupt or gradual changes. However, downstream outflows exhibited a contrast with increasing trends being observed in one part of the basin and declining trends in other parts. These changes were unrelated to the few observed changes in precipitation and have been attributed to dam construction, reservoir abstractions and changes in surface conditions. The combined annual mean total precipitation and inflow into the lake did not correspond with the observed lake decline. Lake volumes were found to experience a significant gradual decline at a mean rate of 9.35×10⁶ m³ year⁻¹ (equivalent to 0.06 m year⁻¹). The reconstructed lake volumes; however, showed an insignificant decline that was only half of the decline of the observed lake volumes. The increasing discrepancies between net inflows to the lake volume changes indicate either measurement errors or increased losses through ground water seepage or lake water abstractions. There is no evidence of climate change impacting on the hydrological regime of the Lake Naivasha Basin over the past 50 years, but other factors than precipitation have been responsible for the observed changes in stream flow and lake volume.
3 Estimating the evaporative water loss of different land use and land cover in the upper Lake Naivasha Basin*

* This chapter is based on:
Odongo, V. O., van der Tol, C., van Oel, P. R., Becht, R., & Su, Z. Estimating the evaporative water loss of different land use and land cover in the upper Lake Naivasha Basin (Submitted: Hydrology and Earth System Sciences)
Abstract
Quantifying evapotranspiration (ET) over heterogeneous land surfaces is important for understanding the interaction between the land surface and the atmosphere and for practical applications in hydrological modelling and integrated water resources management. However, this estimation remains a challenge especially in large heterogeneous and data-sparse environments. This situation is further complicated by land use/cover change which is a critical concern in many places, including the Lake Naivasha Basin in Kenya. Technological advances in the field of remote sensing offer solutions towards more reliable estimates for ET for such cases. This chapter evaluates the spatial and temporal patterns of evapotranspiration in the Lake Naivasha Basin for the period 2003 to 2012 using the Surface Energy Balance System (SEBS) in combination with Moderate-resolution Imaging Spectroradiometer (MODIS) and European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Re-Analysis (ERA-Interim) data. The model was evaluated against 2-year flux measurements from an automatic weather station located at a heterogeneous field. The results indicate that evaporative water use accounted for between 55–86% of the total water balance in the basin. On average, grasslands, woody savannas and cropland/natural vegetation mosaic accounted for 29%, 26% and 25% of the total evaporative water in the basin respectively. Closed shrublands, savannas and evergreen forest contributed only 2%, 5% and 7%, respectively. Overall, modelled annual ET over the 10 years suggested a decline from ~724 mm to ~650 mm. This decline was largely explained by reduction in net radiation jointly with increase in actual vapor pressure and decrease in the air–surface temperature difference. Model validation of SEBS further suggested that the difference between observed and simulated fluxes was likely due to the heterogeneity of the measurement site, the uncertainty in the input data, scale mismatch between input data and measured fluxes at the site and uncertainties inherent in the formulation of the SEBS model. The inclusion of additional local measurements of energy fluxes at different land use/cover landscapes would significantly improve understanding of hydrological processes in the basin and further constrain model simulations.
3.1 Introduction
Terrestrial evapotranspiration (ET) is a major component in the climate system linking the hydrological, energy and carbon cycles (Jung et al., 2010), since it returns about 60-65% of the continental precipitation (Brutsaert, 2005) and consumes more than half of the solar radiation absorbed by the land surface (Trenberth et al., 2009). As such, accurate estimation of ET is highly relevant to better understand the climatic and hydrologic processes at appropriate scales for water resources management as well as for climate change impact projections. Continuous direct measurements of ET at large spatial scales over long time periods are limited mostly in Sub-Saharan Africa and there is a profound knowledge gap in understanding climatic and hydrologic processes as influenced by ET in most of this region (Marshall et al., 2012). This challenge is further compounded by complexity of land use and land cover (LULC) changes in the region over the years due to population increases and poor land use planning. At local to regional scales, the impacts of LULC changes on surface radiation budgets, surface hydrology, surface energy balance and surface roughness are not straightforward but rather too complex (Lambin and Geist, 2006) to warrant any generalization. This is because the impacts majorly depend on seasons, climate, and soil conditions (Lambin and Geist, 2006) prevailing at these scales.

Nevertheless, considerable progress in developing algorithms to estimate ET from satellite observations has been made over the last decade. However, large uncertainties in estimation of ET using different methods prevail, majorly due to lack of reference observations at the relevant scales (Mueller et al., 2011). For example in non-humid environment, ET is limited by soil moisture availability. However, soil moisture often varies by an order of magnitude over distances as small as a few meters. Field measurement techniques of soil moisture normally sample less than 1m², making it a challenge to gather enough data for meaningful comparisons to be made, for example, with climate or catchment model outputs at scales of ~100 km (Dolman and de Jeu, 2010). Also, the exact magnitude and spatio-temporal variability of ET are also not fully understood (Miralles et al., 2011; Yin et al., 2013).

Relatively few studies have reported on the evaporative water losses of different land use and land cover classes in Africa (e.g. Farah and Bastiaanssen, 2001; Karimi et al., 2015; Kiptala et al., 2013; Kongo et al., 2011). Understanding the spatial heterogeneity and temporal changes of land use and land cover and its impact on water fluxes is of critical importance towards formulating water allocation plans and water use in river basins (Bastiaanssen et al., 2005). To do so, the relationship between land use, water use and water resources must be described quantitatively (Jewitt, 2006). Natural heterogeneity and the interacting nature of hydrological processes in catchments makes this a complex undertaking (Kongo et al., 2011). However, remote sensing approaches using models like SEBS (Su, 2002), SEBAL (Bastiaanssen et al., 1998), S-SEBI (Roerink et al., 2000), and TSEB (Norman et al., 1995) have shown great potential in estimating ET over large areas using sparse meteorological data with surface heterogeneity being accounted for using remotely sensed data.
Recent advances in the availability of satellite images at finer to medium spatio-temporal resolutions have further enhanced the potential application of these models (Kiptala et al., 2013) towards understanding hydrological processes at local, regional and global scales. This is especially important in most of Sub-Saharan Africa basins where hydrological processes are less certain due to sparse hydro-meteorological data to draw fundamental conclusions.

An example is Lake Naivasha which has been subject to wide fluctuations of water levels over time and has almost dried in the past years (Abiya, 1996; Gaudet, 1977a; Verschuren et al., 2000). With increased socio-economic activities and population, there have been land use and land cover changes that have impacted on the eco-hydrological processes in the basin (Odongo et al., 2014). Human-induced land use and land cover changes, ground water withdrawals, and irrigation have been observed to directly alter the quantity and timing of ET by modifying the local water and energy balances (Gedney et al., 2006; Gerten, 2013; Jiafu et al., 2015; Lei et al., 2015; Leng et al., 2013a; Leng et al., 2013b; Lo and Famiglietti, 2013; Sterling et al., 2013). Discriminating these human-induced perturbations from natural factors is expected to increase in importance as anthropogenic transformations of the earth surface intensify (Gerten, 2013; Jiafu et al., 2015; Seneviratne et al., 2010).

Towards this understanding, Farah and Bastiaanssen (2001) investigated sensitivity of land surface variables on evaporation by delineating heterogeneous land units into homogenous hydrological units in Lake Naivasha basin and observed that evaporation was most sensitive to the surface and air temperature difference as well as surface roughness length for heat transport. Farah et al. (2004) further observed the stability of the evaporative fraction on a diurnal scale at a grassland and woodland site in Lake Naivasha basin. While both of these studies discussed subtly the climatic role on evaporative water losses over different land surfaces, the measurements covered a short term period (~1 year) to discern the magnitude, trends and implication of land use and land cover on the evapotranspiration component of basin. On the regional scale however, Marshall et al. (2012) reported decreased evapotranspiration due substantial drying during the growing season over East Africa. The authors also observed a positive correlation between evapotranspiration and precipitation in the region during the growing season. These findings were in agreement with those in Jung et al. (2010) that also reported a general decrease of ET linked to decline in soil moisture supply in the Southern Hemisphere. In this study, we focus on understanding the evaporative losses of different land use and land cover classes, their trends and climatic drivers at the catchment scale using SEBS in combination with MODIS and ECMWF Interim Re-Analysis (ERA-Interim) data to compensate for lack of hydrometeorological observations in Lake Naivasha basin. Whereas long-term human influences on streamflow and lake levels have been studied in the basin (Becht and Harper, 2002; Odongo et al., 2014; Odongo et al., 2015; van Oel et al., 2013), the evaporative losses of different land use and land cover classes, their trends and climatic drivers are largely unknown.
Therefore the objective of this study was to evaluate the evapotranspiration trend of the different land use/cover classes in the upper Lake Naivasha basin. To accomplish this, the performance of SEBS against observed measurements was also evaluated and discussed. Also, we further investigated the contribution of influencing factors to the seasonal and annual ET between year 2003 and 2012. The estimated ET can further be used to constrain hydrological models towards improved water allocation in the study area.

3.2 Methods

3.2.1 Study area

The Lake Naivasha basin is situated in the Kenyan Rift Valley at a latitude of 0° 09’ to 0° 55’S and a longitude of 36° 09’ to 36° 24’E (Figure 1-2). The maximum altitude is about 3990 m above mean sea level (a.m.s.l.) on the eastern side of the Aberdare Mountains and the minimum altitude is about 1980 m a.m.s.l. near the lake. The basin area is approximately 3500 km². There are three major sub-basins, i.e. Gilgil, Malewa and Turasha. Climatic conditions in the study area vary due to considerable differences in altitude and relief. The daily average temperature ranges from 8 to 30 °C. The rainfall regime within the catchment is influenced by local relief, with the catchment being in the rain shadow of the Aberdare Mountains to the East and the Mau Escarpment to the West. There are two rainy seasons: the 'long rains' occurring between March and June (MAMJ) and the 'short rains' which occur between October and December (OND). Annual lake levels are mostly influenced by these two rainy seasons (Vincent et al., 1979). On average the low land areas towards and near the lake experience an annual total rainfall of 610 mm and the wettest slopes of the Aberdare Mountains receive up to 1525 mm of rain a year.

Increasing water demand and land use changes exacerbated by population increase in combination with natural fluctuations have led to occasionally strong decreases of the lake water levels (Olaka et al., 2010; Ondimu and Murase, 2007; Otiang’a-Owiti and Oswe, 2007; Trauth et al., 2010). Low lake levels made the lake ecosystem vulnerable and its fragility is a challenge to conservationists and scientists (Becht and Harper, 2002; Becht et al., 2006; Gherardi et al., 2011; Harper and Mavuti, 2004; Harper et al., 2011). The lake is a RAMSAR wetland (Ramsar, 1996) despite supporting important economic activities including fishing, agriculture, power generation, domestic water supply and tourism (Becht et al., 2005). The catchment population has increased five folds from ~250,000 persons in 1980 to over 600,000 persons in 2009 (KNBS, 2009). Demand for water by the horticultural sector and the growing population have recently increased substantially (van Oel et al. 2013), and at the same time land-use changes have affected the water balance and put the ecosystem under pressure (Otiang’a-Owiti & Oswe, 2007).
3.2.2 Ground instrumentation and data processing

A micrometeorological and flux measurements system was installed by setting up a 5.5 m-high tower in a shrubland wildlife park of the Kenya Wildlife Services Institute (KWSTI) in the Lake Naivasha Basin situated in the Great Rift-Valley in Kenya at 36° 27' 3.142'' E, 0° 44' 11.748'' S (Figure 1-2). The elevation at the flux site location is 2000 m above mean sea level. Wind velocity and virtual temperature fluctuations were measured using a three-dimensional (3D) sonic anemometer (WindMaster (Pro) type 1561, Gill Instruments Limited, Hampshire, UK). The sampling frequency of the sonic anemometer was 10 Hz. Aspirated air temperature and humidity (HFM53, Rotronic Instruments (UK) Limited, West Sussex, UK) were measured at 1.8 and 5.5 m above ground level. This enabled computation of Bowen ratio. Downward and upward solar and longwave radiation was measured using a NR01 four component radiometer (Hukseflux, Delft, The Netherlands). A tipping bucket rain gauge (0.2MM, Davis Instruments Corp., Hayward, CA, USA) was mounted at 1.5 m above the ground. Soil temperature profiles were measured using 10kΩ NTC (Campbell-107, Campbell Scientific Inc., Logan, UT, USA) installed at 1, 2, 3, 4, 5, 6, 8, 10 and 12.5 cm depths below the ground. Soil heat flux (HFP01SC, Hukseflux, Delft, The Netherlands) was measured at 0.1 m below the ground underneath the grass and litter. Correction for heat storage in the upper 10 cm to obtain the soil heat flux at the surface \( (G_0) \) was done using the heat diffusion equation:

\[
G(z, t) = -\frac{\lambda}{\partial z} \frac{\partial T_s}{\partial z} \tag{3-1}
\]

where \( T_s \) is the soil temperature (°C or K), \( z \) is the depth into the soil (m), \( \lambda \) is the thermal conductivity of the soil (Wm\(^{-1}\)K\(^{-1}\)). \( \lambda \) was solved by linear regression of the measured ground heat flux at 10 cm depth against modelled vertical temperature gradient at this depth following the procedure by van der Tol (2012). This way, the ground heat flux can then be calculated by extrapolation of the calibrated model to the surface as \( G(0, t) \). A detailed description of this analysis technique is described in van der Tol (2012).

Soil water content was measured at 5, 10, 15 and 20 cm depths using Decagon EM50 5ET soil moisture sensors (Decagon Devices, Inc., Washington, USA). A dielectric leaf wetness sensor (LWS-L Campbell Scientific Inc., Logan, UT, USA) was also set up to monitor presence of dew. Surface temperature was measured using an infra-red remote temperature sensor (IR100, Campbell Scientific, Inc., Logan, UT, USA). Other than the soil moisture sensors which had a separate logger, all other instruments were connected to a CR3000 datalogger (Campbell Scientific, Inc., Logan, UT, USA). Soil water content was recorded at 30-min intervals while the soil heat flux was recorded at 15-min intervals. All other hydrometeorological variables were recorded at 1-min intervals. After a start-up period, the system has been operational since January 2012. A LI-7500 gas analyzer (LI-COR Biosciences, Nebraska, USA) recording at 10 Hz was introduced for a brief period to monitor fluxes during the transition from dry to wet season (21\(^{st}\) March 2012 to 9\(^{th}\) May 2012).
The software AltEddy (www.climatexchange.nl/projects/alteddy/) of the Alterra Institute (Wageningen University and Research Center, The Netherlands) was used to process 30-min interval turbulent heat fluxes \((H\) and \(LE\)). The flux data processing followed standard protocols that included 2-D axis rotation (Moore, 1986), angle of attack correction (Nakai et al., 2006), Webb correction (Webb et al., 1980), despiking and frequency response correction and Burba's correction for the instrument temperature (Burba et al., 2008). Missing data due to instrument malfunction or power failure were 18% over the 3 year of measurements. Quality control of the data followed the procedures as developed by Foken et al. (2005) based on statistical stationarity and development of turbulent conditions. For periods when the LI-7500 gas analyzer was not operational an inversion of the Bowen ratio \((\beta)\) formulation \([LE = H/\beta]\) was used to calculate \(LE\). \(\beta\) was calculated from vertical gradients of air temperature \([\Delta T/\Delta z]\) and water vapor pressure \([\Delta e/\Delta z]\) as follows:

\[
\beta = \gamma \frac{\Delta T/\Delta z}{\Delta e/\Delta z}
\]

\[(3-2)\]

### 3.2.3 Remote sensing products and meteorological data

The Remote sensing products and meteorological data are summarized in the Table 3-1.

<table>
<thead>
<tr>
<th>Input data</th>
<th>Source</th>
<th>Spatial resolution</th>
<th>Temporal resolution</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land surface temperature</td>
<td>MODIS (MOD11A1)</td>
<td>1000 m</td>
<td>Daily</td>
<td>2003-2013</td>
</tr>
<tr>
<td>Emissivity</td>
<td>MODIS (MOD11A1)</td>
<td>1000 m</td>
<td>Daily</td>
<td>2003-2013</td>
</tr>
<tr>
<td>Albedo</td>
<td>MODIS (MCD43B3)</td>
<td>500 m</td>
<td>16 day</td>
<td>2003-2013</td>
</tr>
<tr>
<td>NDVI</td>
<td>MODIS (MOD13A2)</td>
<td>500 m</td>
<td>16 day</td>
<td>2003-2013</td>
</tr>
<tr>
<td>Leaf area index</td>
<td>MODIS (MCD15A2)</td>
<td>1000 m</td>
<td>8 day</td>
<td>2003-2013</td>
</tr>
<tr>
<td>Land use/cover (IGBP)</td>
<td>MODIS (MOD12Q1)</td>
<td>1000 m</td>
<td>Annual</td>
<td>2003-2013</td>
</tr>
<tr>
<td>Shortwave down-welling radiation</td>
<td>ECMWF</td>
<td>~12.5 km</td>
<td>3 hourly</td>
<td>2003-2013</td>
</tr>
<tr>
<td>Longwave down-welling radiation</td>
<td>ECMWF</td>
<td>~12.5 km</td>
<td>3 hourly</td>
<td>2003-2013</td>
</tr>
<tr>
<td>Air temperature</td>
<td>ECMWF</td>
<td>~12.5 km</td>
<td>3 hourly</td>
<td>2003-2013</td>
</tr>
<tr>
<td>Surface pressure</td>
<td>ECMWF</td>
<td>~12.5 km</td>
<td>3 hourly</td>
<td>2003-2013</td>
</tr>
<tr>
<td>Dew point temperature</td>
<td>ECMWF</td>
<td>~12.5 km</td>
<td>3 hourly</td>
<td>2003-2013</td>
</tr>
<tr>
<td>Wind</td>
<td>ECMWF</td>
<td>~12.5 km</td>
<td>3 hourly</td>
<td>2003-2013</td>
</tr>
</tbody>
</table>
The main meteorological variables influencing the SEBS calculations are soil/surface temperature, air temperature, dew temperature, surface pressure, sea level pressure, radiation components, and wind speed. All these variables, with a temporal resolution of 3 h and spatial resolution of $0.125\times 0.125^\circ$, were retrieved from the ECMWF website (http://data-portal.ecmwf.int/). The land surface variables (emissivity, land surface temperature, albedo, NDVI, and LAI) used in SEBS were obtained from the MODIS website (http://modis-land.gsfc.nasa.gov/).

3.2.4 Observed runoff and precipitation data
Runoff and precipitation data were obtained from the Water Resources Management Authority (WRMA) of the Government of Kenya. Runoff data from 2003 to 2010 of the three outlet stations discharging into the Lake and seven precipitation stations within the upper basin were used in the analysis (Figure 1-2).

3.2.5 Implementing SEBS
The SEBS algorithm (Su, 2002) was used to estimate the atmospheric turbulent fluxes. First the model was run using ground measurements and NDVI data obtained from MODIS as input. The simulated turbulent fluxes were then compared to those estimated by Bowen ratio estimate from measurements to evaluate the model performance against observation. Later, the turbulent fluxes and available energy were simulated using satellite earth observation from MODIS and meteorological data from ECMWF shown in and also compared with measurements from the Bowen estimate instrument. The outputs of these were spatial maps of latent heat flux from which evaporative water losses from the catchment was extracted for each land use/cover class in GIS. The land use/cover classes were obtained from MODIS MCD12Q1 product covering the period 2002-2013. The SEBS algorithm makes use of the energy balance equation;

$$R_n = H + LE + G_o$$ (3-3)

where $R_n$ is the net radiation, $H$ is the sensible heat flux, $LE$ is the latent heat flux and $G_o$ is the ground heat flux. The net radiation ($R_n$) is calculated using;

$$R_n = (1 - \alpha)R_{swd} + \varepsilon R_{lwd} - \varepsilon\sigma T_{surf}^4$$ (3-4)

where $\alpha$ is albedo, $R_{swd}$ and $R_{lwd}$ are the shortwave and longwave down-welling solar radiation (Wm$^{-2}$) respectively, $\varepsilon$ is the surface emissivity, $\sigma$ is the Stefan-Boltzmann constant ($5.67 \times 10^{-8}$Wm$^{-2}$K$^{-4}$) and $T_{surf}$ is the surface temperature (K). The soil heat flux ($G_o$) is calculated using the following equation;
where the $\Gamma_c = 0.05$ (Monteith, 1973) and $\Gamma_s = 0.315$ (Kustas and Daughtry, 1990) are empirical constants representing the ratio of the ground heat flux to net radiation for full canopy limit and bare soil limit respectively. $f_c$ is the fractional vegetation cover. The sensible heat flux was estimated using Monin-Obukhov similarity theory (MOST) as follows;

$$H = k u_* \rho C_p (\theta_0 - \theta_a) \left[ \ln \left( \frac{z-d}{z_{oh}} \right) - \Psi_h \left( \frac{z-d}{L} \right) + \Psi_h \left( \frac{z_{oh}}{L} \right) \right]^{-1}$$

where $H$ the sensible heat flux, $k$ is the von Kármán constant (0.41), $u_*$ is the friction velocity [ms$^{-1}$], $\rho$ is the density of air [kg m$^{-3}$], $C_p$ is specific heat for moist air [J kg$^{-1}$ K$^{-1}$], $\theta_0$ is the potential temperature at the surface [K] estimated using the Poisson’s equation, $\theta_0 = T_{surf} (\frac{P_s}{P})^{0.286}$, where $P_s$ and $P$ are the standard sea-level pressure and reference pressure respectively, $\theta_a$ is the potential air temperature at height $z$ [K] estimated using the Poisson’s equations $\theta_a = T_{air} (\frac{P}{P_s})^{0.286}$ where $T_{air}$ is the ECMWF air temperature. $d$ is the zero plane displacement height [m] (Equation 7c in Chen et al. (2013)), $\Psi_h$ is the stability correction function for sensible heat transfer, $L$ is the Obukhov length [m], $z_{oh}$ is the roughness height for heat transfer [m] calculated as follows;

$$z_{oh} = \frac{z_{om}}{\exp(k B^{-1})}$$

where $B^{-1}$ is the inverse Stanton number. $k B^{-1}$ is dependent on the fractional vegetation and soil cover as implemented in Chen et al. (2012). $z_{om}$ is the roughness height for momentum transfer [m] estimated as follows;

$$\frac{z_{om}}{h} = \left( 1 - \frac{d}{h} \right) e^{-ku(h)/u_*}$$

where $h$ is the height of the canopy [m] (Equation 8 in Chen et al. (2013)) and $u(h)$ is the wind speed at the top of the canopy [ms$^{-1}$]. The actual sensible heat flux $H$ defined in Equation (3-3) is constrained between $H$ at the dry and wet limits. At the dry limit, $LE$ is considered zero due to lack of moisture and $H$ is at a maximum value. At the wet limit, $H$ is at a minimum value and evaporation is not limited by available moisture but by available energy. As such, relative evaporation ($\Lambda_{r}$) can be calculated as follows;
\[ \Lambda_r = 1 - \frac{H - H_{wet}}{H_{dry} - H_{wet}} \quad (3-9) \]

where \( H_{dry} \) and \( H_{wet} \) are the sensible heat fluxes at the dry and wet limit respectively. The evaporative fraction (\( \Lambda \)) is then estimated by;

\[ \Lambda = \frac{LE}{R_n - G_o} = \frac{\Lambda_r \cdot LE_{wet}}{R_n - G_o} \quad (3-10) \]

where \( LE_{wet} \) is the latent heat flux at the wet limit. The latent heat flux (\( LE \)) is then calculated by;

\[ LE = \Lambda \cdot (R_n - G_o) \quad (3-11) \]

Finally the daily actual evapotranspiration (\( ET_{daily} \)) is estimated based on the assumption that \( \Lambda \) is approximately equal to instantaneous value.

\[ ET_{daily} = 8.64 \times 10^7 \times \frac{\Lambda R_n}{\Lambda \rho_w} \quad (3-12) \]

where \( ET_{daily} \) is actual evapotranspiration (mm d\(^{-1}\)), \( \lambda \) is the latent heat of vaporization (J kg\(^{-1}\)), \( R_n \) is the daily net radiation and \( \rho_w \) is the density of water (kg m\(^{-3}\)).

The SEBS model was simulated on a daily time step. The model simulation results had missing days since it is difficult to retrieve a dataset from remote sensing without gaps due to the temporal resolution, cloud coverage, sensor failures and unreliable data flagged by the quality control of MODIS on the surface variables such as land surface temperature and emissivity. To overcome this, we employ the approach of Gokmen et al. (2013) and Jin et al. (2013) where the sum of available daily \( ET \) estimates is divided by the number of days with available \( ET \) to be representative of the daily monthly average \( ET \). Later this is multiplied by the total number of days for each month to get the monthly total \( ET \) and the summation of the monthly \( ET \) yields estimates of annual \( ET \).

### 3.3 Results and discussions

#### 3.3.1 SEBS model evaluation

Results of SEBS performance against flux tower are presented in Figure 3-1. \( R_n \) was underestimated with an RMSE of 27.43 and 45.97 Wm\(^{-2}\) per month for year 2012 and 2013 respectively while \( LE \) was overestimated with an RMSE of 28.83 and 35.34 Wm\(^{-2}\) per month for year 2012 and 2013.
respectively. Simulated $H$ and $G_0$ were fairly comparable to measured fluxes for year 2012 but were overestimated for year 2013. The mismatch between observed and simulated fluxes could partly be attributed to lack of energy balance closure in measurements while SEBS closes the energy balance. Other reasons for mismatch could be heterogeneity of the flux tower site and the low spatial resolution of the remote sensing and meteorological products used as input into the model. Uncertainties of flux simulation using SEBS associated with spatial resolution of input data or cloud/aerosol presence are also known to contribute to the differences between observed data and SEBS results (Pardo et al., 2014).

Figure 3-1: Comparison of SEBS performance in simulating monthly fluxes against measured fluxes

Comparison of measured air temperature with ECMWF air temperature suggested that ECMWF underestimated air temperature with a mean bias of ~1°C (Figure 3-2). On the contrary, MODIS land surface temperature was overestimated compared to the ground measured surface temperature with a mean bias of 0.93 °C. The estimation of sensible heat flux presents greatest challenge in energy balance studies than the estimation of the available energy flux (Ershadi et al., 2013). Previous studies (e.g. van der Kwast et al., 2009) have estimated deviation of up to 70% in SEBS simulated $H$
due to small changes (~0.5°C) in surface temperature over an irrigated field. Other surface energy balance models e.g. Two-Source Energy Balance (TSEBS) (Norman et al., 2000) have also been found sensitive to changes in surface temperature causing errors of up to 75% in the estimated sensible heat flux (Timmermans et al., 2007). Previously, Kustas and Norman (1997), had reported that ± 3 K uncertainty in the difference of surface temperature and air temperature could lead to over 50% variation in $H$ estimated using the TSEBS model.

The defined pixel size of input data used in SEBS covered a much larger area than that of the flux tower footprint of our study area. A flux footprint analysis following Hsieh et al. (2000) showed that over 80% of the measured turbulent heat fluxes originated from within ~450 m and 5000 m of the tower during unstable and stable conditions respectively (Figure 3-3). The diurnal footprint was about 45% of the resolution of SEBS output. Moreover, the lack of energy balance closure, partly due to heterogeneity of the landscape at the flux tower site reported as ~0.65 (Odongo et al., 2016) may contribute to further uncertainty in the validation of SEBS fluxes with the measured fluxes. It has been previously noted that SEBS estimated sensible heat fluxes relate well with measured fluxes over homogenous landscapes but when different land cover types exist within the measurement footprint, errors are introduced by the land surface variables aggregated to the size of image pixels used as input for the model (van der Kwast et al., 2009).

Uncertainty due SEBS model formulation was also evaluated whereby the turbulent fluxes were simulated primarily using measured tower data with NDVI retrieved from MODIS included as the only remotely input. The results of simulated turbulent heat fluxes are presented in Figure 3-4. The results suggest a general underestimation of $H$ for some periods. This is expected of surface energy balance models and has been the subject of on-going studies (Gokmen et al., 2012; Pardo et al., 2014). Specifically, the kB$^{-1}$ parameter has been known to vary widely in areas with sparse vegetation (Gokmen et al., 2012; van der Tol et al., 2015). For our study site kB$^{-1}$ ranged between -2.03 to 4.16 within the year. While surface energy balance models like SEBS are able to reproduce the full range of kB$^{-1}$, its evolution over time is not without uncertainty in the estimation of $H$ (Figure 3-5). Values of kB$^{-1} < 0$ were observed to lead to higher root mean square error, mean bias and reduced slope of simulated $H$ compared to observed $H$. As such the slight over and underestimation of turbulent fluxes by SEBS can be explained by model simplifications, natural variability in system response, and issues of measurement or sampling errors inherent in the input data for both physical and empirical models (Ershadi et al., 2013; Kalma et al., 2008; Samanta et al., 2007; Timmermans et al., 2013).
Figure 3-2: Comparison of mean monthly measured air temperature and ECMWF air temperature (left) measured surface temperature and MODIS land surface temperature (right)
Figure 3-3: Flux footprint analysis following Hsieh et al. (2000) around the flux tower. Under stable conditions the flux footprint was within 5000 m radius of the tower while during unstable conditions the flux footprint was within 450 m of the measurement tower.
Figure 3-4: Monthly comparison of sensible heat flux between SEBS simulation and sonic anemometer measurement using ground measured data for 2012.
Figure 3-5: Effect of varying $kB^{-1}$ on simulated sensible heat flux against measured sensible heat flux
3.3.2 Estimating evaporative water use of different land uses

Changes in land use/cover and spatial estimates of ET in the Naivasha basin are shown in Figure 3-6 and Figure 3-7. The MODIS retrieved land use/cover showed that the upper Lake Naivasha basin has undergone significant land use/cover conversions from 2003 to 2012 (Figure 3-8). Specifically, much of the grasslands have been on decline from ~53% to ~15% between the period while woody savannas and cropland/natural vegetation mosaic have been on the increase from ~18% to ~32% and ~16% to ~32% respectively. Evergreen forest and closed shrublands declined from ~6.4% to ~6% and 1.7% to 0.3% respectively. The cropland/natural vegetation mosaic, however, could be lands that were previously grassland dominated since the population in this part of the basin practices crop rotations and grazing. The consequence of these land use conversions has been suggested to alter the water balance in the basin (Odongo et al., 2014). Although the evergreen forest and closed shrublands cover a small part of the basin, they had the highest annual evapotranspiration compared to the other land uses/cover with grasslands and savannas evaporating the least (Figure 3-9). However, the volume of total water released was less for shrublands (~0.26–5.24 %) and forests (~3.96–8.92%) compared to that released by cropland/natural vegetation ~16.43–25.91%), grasslands (~15.48–51.63%) and woody savannas (~17.70–32.09%) because the former covers a much smaller area compared to cropland/natural vegetation, grasslands or woody savannas. On average, modelled annual ET over the 10 years suggested a decline from ~724 mm to ~650 mm. Specifically, annual ET reached its lowest in year 2009 before rising to year 2012. In that year, LST reached a peak value of ~300 K (Figure 3-10) with precipitation observed to decline reaching a minimum of ~735 mm in 2009 (Figure 3-11). After 2009, ET increased due to moisture availability following improved rains.

The decline in ET from 2003 to 2009 could generally be explained by a combination of factors; reduced moisture supply through precipitation, reduced net radiation and increased actual vapor pressure combined with decrease in the difference between air and surface temperature (Figure 3-11 & Figure 3-12). These factors accounted for at least 90 % of the decline in ET over the period. This finding was in agreement with that of Jung et al. (2010) who observed that lack of moisture in Southern Hemisphere, particularly in Africa and Australia, decreased from 1998 to 2008. The authors concluded that the decrease in soil moisture in the region led to the recently observed decline in global ET. Similar findings are also reported by Marshall et al. (2012) who observed decreased evapotranspiration due to substantial drying during the growing season (i.e. June, July and August) over East Africa. The authors also observed a positive correlation between evapotranspiration and precipitation in the region during the growing season. Our basin wide annual ET estimates accounted for at least 55-86% of the total annual precipitation in the basin.
Over the 10-year period, averaged ET for the respective land uses/covers suggested that grasslands, woody savannas and cropland/natural vegetation mosaic accounted for 28.7%, 25.9% and 25% respectively of the total evaporative water in the basin with closed shrublands, savannas and evergreen forest contributing the least at 2.3%, 4.7% and 6.6% respectively.

On a monthly basis, ET was observed to be highest in the driest months (~47–64 mm) of January through to March before starting a decline in the wettest months and reaching minimum values ~32 mm in July for most of the land use/cover (Figure 3-13). After July, ET starts to increase again reaching ~45–55 mm in October before taking a small decline in November which coincides with the peak of the short rainy period of October, November and December. Modelled ET appeared to decline with decreasing precipitation during the months of May through to August coinciding with decreasing LST over the same period (Figure 3-14 & Figure 3-15). This suggested that even though there was plenty of moisture following the rains in April and May, a lack of sufficient energy ensured little ET occurrence between May and August. Later in the months between July and March following increased net radiation, ET appeared to increase. ET scaled well with monthly temperature difference between LST and air temperature ($\delta T$) and net radiation indicating the significant control of these variables in determining ET in this part of the basin (Figure 3-16 & Figure 3-17). However, these results should be interpreted with caution because of lack of ground measurements to validly confirm the degree of influence these surface variables have on the processes in this part of the basin.
Figure 3-6: Land use/land cover maps in Lake Naivasha Basin
Figure 3-7: Spatial distribution maps of ET in Lake Naivasha Basin
Figure 3-8: Land use/cover changes in the upper Lake Naivasha basin from 2003 to 2012
Figure 3-9: Annual trends in evapotranspiration of different land use/cover in upper Lake Naivasha basin.
Figure 3-10: Annual trends in LST of the different land use/cover in upper Lake Naivasha basin
Figure 3-11: Annual trend of precipitation, Discharge and ET
Figure 3-12: Annual trend of ET alongside (a) $R_n$ and air temperature (b) difference between air temperature and surface temperature ($\delta T$) and actual vapor pressure ($E_a$) between 2003 and 2012.
Figure 3-13: Monthly trends of SEBS derived evapotranspiration for dominant land use/cover in upper Lake Naivasha basin
Figure 3-14: Monthly averaged trends of LST, ET and net radiation

Figure 3-15: Monthly averaged trends of precipitation, discharge and ET
Figure 3-16: Relationship between 10-year monthly averages of $\delta T$ and ET

Figure 3-17: Relationship between 10-year monthly averages of net radiation and ET.
3.4 Conclusions

Evapotranspiration accounts for a substantial amount of catchment water use. Understanding the spatial and temporal rates of ET provides a better understanding of the evaporative losses and to establish a link between land use, water allocation, and water use in river basins. However, quantifying ET at the catchment scale remains a challenge especially in large heterogeneous and data sparse environments such as the Lake Naivasha Basin. This situation is further complicated with the dynamics of land use/cover conversions which is a critical concern in the Lake Naivasha Basin. This chapter evaluates 10-year spatial and temporal patterns of evapotranspiration in the Lake Naivasha Basin from 2003 to 2012 using the Surface Energy Balance System (SEBS) in combination with Moderate-resolution Imaging Spectroradiometer (MODIS) and European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Re-Analysis (ERA-Interim) data. The model was evaluated against 2-year flux measurements from an automatic weather station at a heterogeneous landscape site. Our findings show that evergreen forest and closed shrublands had the highest annual evapotranspiration flux (i.e. volume per m² per year) compared to other land uses/cover, with grasslands and savannas evaporating the least. However, the volume percentage of total water evaporated was less for shrublands (~0.25–5.24 %) and forests (~3.96–8.92%) compared to that released by cropland/natural vegetation (~16.43–25.91%), grasslands (~15.48–51.63%) and woody savannas (~17.70–32.09%) because the former covers a much less area compared to cropland/natural vegetation, grasslands or woody savannas. 10-year average ET for the respective land uses/cover suggested that grasslands, woody savannas and cropland/natural vegetation mosaic accounted for 29%, 26% and 25% respectively of the total evaporative water in the basin with closed shrublands, savannas and evergreen forest contributing the least at 2.3%, 4.7% and 6.6% respectively. Overall, estimated basin wide annual ET over the 10 years suggested a decline from ~724mm to ~650mm. Specifically, annual ET reached its lowest in the year 2009 before rising again until 2012. This decline in modelled ET was due to reduced net radiation and increased actual vapor pressure as well as a marked decrease of the difference between air and surface temperature. These factors accounted for at least 90% of the decline in ET over the period. Our findings further indicated that evaporative water use accounted for between 55–86% of the total annual precipitation in the basin. A comparison of SEBS ET to flux tower data suggested that the difference between observed and simulated fluxes was likely due to the heterogeneity of the measurement site, the uncertainty in the input data, scale mismatch between input data and measured fluxes at the site and uncertainties inherent in SEBS model formulation. The inclusion of more local measurements of energy fluxes at different land use/cover landscapes would
significantly improve understanding of hydrological processes in the basin and further constrain model simulations.
4 Energy partitioning and its controls over a heterogeneous semi-arid Shrubland Ecosystem in the Lake Naivasha Basin, Kenya

* This chapter is based on:
Abstract

We report on the energy balance and partitioning analyzed from 3-year micrometeorological flux measurements of energy and water fluxes over a heterogeneous semi-arid shrubland ecosystem in Lake Naivasha basin. The measurements enabled the characterization of the seasonal and interannual variability of the energy and water fluxes of the ecosystem covering two wet years (2012 and 2013) and one drought year (2014). On an annual scale, more than 60% of net radiation ($R_n$) was partitioned as latent ($LE$) and sensible ($H$) energy flux, with the latter being the larger consumer of $R_n$ (~34%) and dominant for most months. The transition from $H$ to $LE$ dominance occurred from early noon to late afternoon in the wettest months of April and May. The residual energy balance closure term ($C$) accounted for between 25-40% of the $R_n$ with the imbalance tending to be highest during periods of high insolation. Annual evapotranspiration was estimated at 873 mm, 632 mm and 537 mm for year 2012, 2013 and 2014 respectively. This accounted for at least 80% of the annual precipitation received for the respective years. Surface conductance ($g_s$) scaled significantly with leaf expansion and Priestley-Taylor $\alpha$ coefficient, but was limited during periods of drought due to inadequate soil moisture suggesting that the change in $LE$ was paralleled by changes in green leaf area index. Low values of decoupling coefficient ($\Omega$) during these periods indicated that evapotranspiration was strongly controlled by $g_s$ and vapor pressure deficit ($VPD$). However, under non-limiting moisture conditions evapotranspiration was decoupled from the atmosphere. This suggested that during the dry seasons and periods of prolonged drought, a lack of moisture in combination with high $VPD$ leads to significant decreases in stomatal conductance that eventually limits partitioning of available energy into $LE$ in the semi-arid ecosystem part of the Lake Naivasha basin. However, during wet season these factors are non-limiting and radiation is the dominant control of energy partitioning into $LE$ in the ecosystem. The coupling and decoupling pattern provide insights towards formulating models that quantify evapotranspiration for ecosystems that experience seasonal shifts in controlling factors.
4.1 Introduction

The partitioning of available energy into sensible ($H$) and latent heat ($LE$) fluxes plays a critical role in defining the vertical profiles of temperature and water vapor in the atmosphere, cloud cover and precipitation, consequently driving many local, regional and global climatological processes (Dirmeyer, 1994; Seth and Giorgi, 1996; Wilson and Baldocchi, 2000). $LE$ forms a major component of an ecosystem’s energy balance and water lost by evapotranspiration (ET) accounts for about 60% of annual precipitation on the land surface globally (Jung et al., 2010). In semi-arid and arid ecosystems the fraction of precipitation lost as ET accounts for over 90% of annual precipitation for periods longer than seasons (Huxman et al., 2005; Kurc and Small, 2004). It is important to quantify the variability of ET in these dryland ecosystems because ET affects both plant productivity and energy balance of a region (Lu et al., 2011). Furthermore, hydrological state variables such as soil moisture content and fluxes such as streamflow, and biological processes such as nutrient fluxes and forest productivity are tightly linked via ET in an ecosystem (McNulty et al., 1994; Wagle and Kakani, 2014; Wilson and Baldocchi, 2000).

Long-term measurements are needed to obtain understanding of the variability of ET and energy fluxes and their biophysical controls over a site. Such long-term measurements can reveal patterns of biophysical factors that characterize vegetation types (Wilson and Baldocchi, 2000). Evaluation of these factors is also relevant for parametrization of models of weather and climate at local to regional and global scale (Loescher et al., 2005; Sellers et al., 1997). Moreover, they also allow for testing of new eco-hydrology theories developed for predicting soil water balance (e.g. Laio et al., 2001a; Laio et al., 2001b) and for investigating stability of climates of wet and dry landscapes (Baldocchi et al., 2004; Brubaker and Entekhabi, 1996; Zeng and Neelin, 2000). Energy flux measurements in semi-arid ecosystems are limited (Kurc and Small, 2004; Ramier et al., 2009). Although there have been concerted long-term efforts in parts of Africa such as the African Monsoon Multidisciplinary Analyses (AMMA) dedicated to study the West African Monsoon system (Redelsperger et al., 2006), few flux measurements have been reported for the East African region. A major reason has been a general lack of instrumentation to provide long-term measurements dedicated to studying the energy flux partitioning and its control in this region. Such dedicated long-term measurements are key to supporting comprehensive analyses of the land surface exchange processes and to advancing model development and validation in this region. A number of studies have focused on energy flux partitioning in Africa (for example the Sahel Energy Balance Experiment (SEBEX) (Wallace et al., 1991), the hydrologic and Atmospheric Pilot Experiment in the Sahel (HAPEX-Sahel), Global Change in the Hydrological cycle (GLOWA-
Volta) project (Schüttemeyer et al., 2006), but most are limited to short-term campaigns of less than a year and only provide partial insights into the dynamics of surface fluxes (Bagayoko et al., 2007). However, the long-term flux measurements of the AMMA project have provided insights on the interannual partitioning of surface energy fluxes over a heterogeneous savanna, in a West African Sudano-Saharan region and related this variability to changing atmospheric and land surface conditions (Guyot et al., 2012).

A recent flux measurement campaign in East Africa by Mpala Research Center/Princeton University has aimed at providing such long-term flux measurements for understanding land degradation of a semi-arid savanna in Central Kenya (Good et al., 2012). Reported short-term measurements from this campaign during a dry season suggested that meteorological conditions of net radiation and relative humidity are significant in controlling the partitioning of evapotranspiration (ET) into evaporation (E) and transpiration (T) over the diurnal cycle while at the longer time scale, leaf area and soil moisture were the dominant controlling factors (Good et al., 2014). Limitations of soil moisture are believed to be the most important, particularly in arid and semiarid environments. There is need for more field observations in other similar semi-arid ecosystems to test relationships (Kurc and Small, 2004).

The main objectives of this study were, therefore, to evaluate the energy balance and partitioning for a heterogeneous semi-arid shrubland ecosystem; and to identify the biological and environmental factors that control the seasonal and interannual energy partitioning of this ecosystem. In doing so, 3-year flux data were used to characterize the seasonal and interannual variability of energy and water fluxes of the ecosystem covering two wet years (2012 and 2013) and one drought year (2013). Three biophysical parameters, notably surface conductance, $g_s$ (Monteith, 1965), decoupling coefficient, $\Omega$ (Jarvis and McNaughton, 1986) and the Priestley-Taylor $\alpha$ coefficient (Priestley and Taylor, 1972) were quantified and examined their seasonal and intrannual variability for the first time in this part of Africa. Unlike most of the previous work in Africa that has focused on specific components of energy flux partitioning, this study presents a more comprehensive analysis of the physical and biological processes of energy flux partitioning and their coupling dynamics. To our knowledge this is the first set of relatively long-term measurements reported in this part of Africa to investigate the physical and biological processes of energy flux partitioning and their coupling dynamics.
4.2 Methods

4.2.1 Site description

The site is located inside a wildlife park of the Kenya Wildlife Services Institute (KWSTI) in the Lake Naivasha Basin situated in the Great Rift-Valley in Kenya at 36° 27' 3.142'' E, 0°44'11.748'' S (Figure 4-1). The elevation of the flux site is 2000 m above mean sea level. There are two rainy seasons experienced in this catchment. Long rains occurring in the months of March to May and the short rains experienced between October and November. The Lake Naivasha basin experiences an average annual rainfall of 610 mm in most of the semi-arid parts of the basin, and the wettest slopes of the Aberdare ranges receive as much as 1525 mm. The rainfall regime is influenced by local relief with the catchment being in the rain shadow of the Aberdare ranges to the East and the Mau Escarpment to the West. The vegetation is predominantly shrub (*Psiadia pauculata*, *Ocimum gratissimum* and *Lippia kituensis*) with about 40-45% canopy cover with grasses (*Digitaria scalarum* and *Cynodon dactylon*) with a few scattered trees (*Acacia xanthophloea*, *Schinus molle*, *Acacia abyssinica*, *Tachonanthus camphoratus*, *Phytolacca dodecandra*, *Acacia drepanolobium*) and litter covering the underneath surfaces. The vegetation height of the shrubland ranged between 0.5 to 1 m. Leaf emergence and expansion coincides with the rainy seasons. During the dry seasons (January to middle of March), leaf senescence is predominant. The soils in the catchment are of volcanic origin. The soils found on the mountain and major escarpments of the catchment are developed from olivine basalts and ashes of older volcanoes (Odongo et al., 2014). The terrain is relatively flat with a slope of less than 2% on average.
Figure 4-1: Location of meteorological flux tower in the lake Naivasha Basin
4.2.2 Micrometeorological measurements and data acquisition

A micrometeorological and flux measurement system was installed by setting up a 5.5 m-high tower. Wind velocity and virtual temperature fluctuations were measured using a three-dimensional (3D) sonic anemometer (WindMaster (Pro) type 1561, Gill Instruments Limited, Hampshire, UK). The sampling frequency of the sonic anemometer was 10 Hz. Aspirated air temperature and humidity (HFM53, Rotronic Instruments (UK) Limited, West Sussex, UK) were measured at 1.8 and 5.5 m above ground level. This enabled computation of Bowen ratio. Downward and upward solar and longwave radiation was measured using a NR01 four component radiometer mounted at 2.5 m above the ground (Hukseflux, Delft, The Netherlands). A tipping bucket rain gauge (Rain Collector II, Davis Instruments, USA; 0.2 mm per tip) was mounted at 1.5 m above the ground to avoid the ground splash effects. Soil temperature profiles were measured using 10kΩ NTC (Campbell-107, Campbell Scientific Inc., Logan, UT, USA) installed at 1, 2, 3, 4, 5, 6, 8, 10 and 12.5 cm depths below the ground. Soil heat flux (HFP01SC, Hukseflux, Delft, The Netherlands) was measured at 0.1 m below the ground underneath the grass and litter. Soil water content was measured at 5, 10, 15 and 20 cm depths using Decagon EM50 5ET soil moisture sensors (Decagon Devices, Inc., Washington, USA). A dielectric leaf wetness sensor (LWS-L Campbell Scientific Inc., Logan, UT, USA) was also set up to monitor presence of dew. Surface temperature was measured using an infra-red remote temperature sensor (IR100, Campbell Scientific, Inc., Logan, UT, USA). Other than the soil moisture sensors which had a separate logger, all other instruments were connected to a CR3000 datalogger (Campbell Scientific, Inc., Logan, UT, USA). Soil water content was recorded at 30-min intervals while the soil heat flux was recorded at 15-min intervals. All other hydrometeorological variables were recorded at 1-min intervals. After a start-up period, the system has been operational since January 2012. A LI-7500 gas analyzer (LI-COR Biosciences, Nebraska, USA) recording at 10 Hz at a height of 5.5 m above the ground was introduced for a brief period to monitor fluxes during the transition from dry to wet season (21st March 2012 to 9th May 2012). A Large Aperture Scintillometer (LAS) (Scintec BLS 450) was also set up at a path height of 6.85 m above ground, with a propagation length of 810 m. It was operational between 7th February 2012 to 4th December 2012 but intermittent instrument failures hampered continuous measurements. A flux footprint analysis following Hsieh et al. (2000) showed that over 80% of the turbulent heat fluxes originated from within ~450 m and 5000 m of the tower during unstable and stable conditions respectively (Appendix A). 8-day temporal resolution leaf area index (LAI) of the flux site was also extracted from moderate-resolution imaging spectroradiometer (MODIS) product MCD15A from the grid containing the flux station. Due to cloud contaminated anomalies inherent in MODIS LAI product, the Harmonic
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An Analysis of Time Series (HANTS) algorithm (Verhoef et al., 1996) was used to remove cloud contaminated observations. The algorithm uses Fourier analyses to remove pronounced outliers in a time series and reconstruct a smooth curve. Measurements from January 2012 to December 2014 are the subject of the present chapter.

4.3 Data processing

The software AltEddy (www.climatexchange.nl/projects/al teddy/) of the Alterra Institute (Wageningen University and Research Center, The Netherlands) was used to process 30-min interval turbulent heat fluxes (H and LE). The flux data processing followed standard protocols that included 2-D axis rotation (Moore, 1986), angle of attack correction (Nakai et al., 2006), Webb correction (Webb et al., 1980), despiking and frequency response correction and Burba's correction for the instrument temperature (Burba et al., 2008). Missing data due to instrument malfunction or power failure were 18% over the 3 year of measurements. Quality control of the data followed the procedures as developed by Foken et al. (2005) based on statistical stationarity and development of turbulent conditions. Using this procedure 25% of the data during the 3-year study period were filtered out and gap-filled using linear interpolation. These gaps were no more than 2 h window period. Therefore the gap filling technique followed the strategies put forward by Falge et al. (2001) recommending linear interpolation to fill the gaps that were less than 2 h by calculating an average of the values immediately before and after the data gap.

4.4 Energy balance partition

The partitioning of net radiation ($R_n$) into sensible ($H$), latent ($LE$) and soil heat flux at the surface ($G_o$) was as follows:

$$R_n - G_o = H + LE + C$$  (4-1)

where $C$ is the closure term or residual, accounting for incomplete balance through measurement error or missing terms. The soil heat flux at the surface was modelled using the heat diffusion equation (3-1).
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The energy balance closure was evaluated for each year using linear regression where dependent turbulent fluxes \((H + LE)\) were plotted against the independent available energy \((R_n - G_o)\) after excluding data in rainy days and nocturnal conditions when the frictional velocity \((u^*)\) was <0.15 m s\(^{-1}\) (Chen et al., 2009). The energy balance ratio \((E_{BR})\) was also used to assess the degree of energy closure as follows:

\[
E_{BR} = \frac{\sum(H + LE)}{\sum(R_n - G_o)}
\] (4-2)

An inversion of the Bowen ratio \((\beta)\) formulation \([LE = H/\beta]\) was used to calculate LE. \(\beta\) was calculated from vertical gradients of air temperature \([\Delta T/\Delta z]\) and water vapor pressure \([\Delta e/\Delta z]\) as follows:

\[
\beta = \gamma \frac{\Delta T/\Delta z}{\Delta e/\Delta z}
\] (4-3)

Estimates of \(LE\) from the Bowen ratio method were also compared to those of eddy covariance measurements during LI-7500 operational period. The LAS also provided simultaneous measurements of \(H\) during its operation for comparing the sonic measured \(H\).

4.5 Biophysical modelling

To understand the seasonal and interannual variability of evapotranspiration and energy fluxes three model parameters were used: surface conductance, \(g_s\) (mm/s) (Monteith, 1965), decoupling coefficient, \(\Omega\) (Jarvis and McNaughton, 1986) and the Priestley-Taylor \(\alpha\) coefficient (Priestley and Taylor, 1972). The surface conductance was calculated by inverting the Penman-Monteith equation as follows:

\[
g_s = \frac{\gamma LEg_a}{\Delta(R_n - G_o) + \rho CpVPDg_a - LE(\Delta + \gamma)} \times 1000
\] (4-4)

where \(\gamma\) is the psychrometric constant \((0.0665 \text{ kPa K}^{-1})\), \(C_p\) is the specific heat of air at constant pressure \((1013 \text{ J kg}^{-1} \text{ K}^{-1})\), \(\rho\) is the density of air \((1.2 \text{ kg m}^{-3})\), \(VPD\) is the air vapor pressure deficit \((\text{kPa})\), \(\Delta\) is the rate of change of saturation water vapor pressure with temperature \((\text{kPa K}^{-1})\), \(g_a\) is the aerodynamic conductance of the air layer between the canopy and the flux measurement height \((\text{m s}^{-1})\) and is estimated using the Monteith-Unsworth equation (Monteith and Unsworth, 1990) as follows:
where \( u \) is the mean wind velocity (m s\(^{-1}\)), and \( u_* \) is the friction velocity estimated from the sonic anemometer. A number of studies have shown that surface conductance as implemented using the inverted Penman-Monteith equation is representative of the canopy integrated surface conductance, provided that the soil evaporation is insignificant (Baldocchi and Meyers, 1998; Wever et al., 2002; Wilson and Baldocchi, 2000). In this study the contribution of soil evaporation was assumed to be low due to vegetation litter and grass cover underneath the shrubs.

The relative importance of \( g_s \) and \( R_n \) to changes in evapotranspiration rates was computed using the decoupling coefficient (\( \Omega \)). The value of \( \Omega \) can vary from 0 to 1 with lower values indicative of evapotranspiration being highly sensitive to \( g_s \) and VPD, while high values of \( \Omega \) are indicative of evapotranspiration being sensitive to \( R_n \) (Jarvis and McNaughton, 1986). The decoupling coefficient was estimated following Jarvis and McNaughton (1986):

\[
\Omega = \frac{\Delta + \gamma}{\Delta + \gamma (1 + g_s/g_o)}
\]

The Priestley-Taylor \( \alpha \) coefficient normalizes the measured evapotranspiration against an equilibrium rate determined primarily by net radiation (Blanken et al., 1997; McNaughton and Jarvis, 1983). This coefficient was used to provide a comparison of measured evapotranspiration to a climatological expectation. It was estimated as the ratio of measured \( LE \) and equilibrium \( LE \) (\( \alpha = LE/LE_{eq} \)). The equilibrium \( LE \) (\( LE_{eq} \)) is calculated using the following equation (Priestley and Taylor, 1972):

\[
LE_{eq} = \frac{\Delta + \gamma}{\Delta + \gamma} (R_n - G_o)
\]

\( LE_{eq} \) provides a comparison of measured \( LE \) to a climatologically expected \( LE \) assuming a closed volume with constant net radiation over a wet surface (McNaughton and Spriggs, 1986; Ryu et al., 2008). Potential \( LE \) can then be estimated from \( 1.26 \times LE_{eq} \) (Priestley and Taylor, 1972).
4.6 Results

4.6.1 Hydrometeorological conditions

The annual total precipitation observed during the study was 687 mm, 816 mm and 586 mm per year, for years 2012, 2013 and 2014 respectively. Comparing these totals with the long-term annual average (±SD) precipitation (1960-2010) of 674 (± 136) mm received in the area, the year 2014 received below average precipitation amounts whereas 2012 and 2013, received above average precipitation. More than 60% of the precipitation was received during the long (March, April, May, June) and short (October, November, December) wet seasons (Figure 4-2a). Seasonal variation in soil moisture followed that of the precipitation pattern (Figure 4-2b). The soil water content increased rapidly with the onset of precipitation during the wet seasons. The annual daily average (±SD) temperature over the 3-year measurements was 16.59 (± 4.60) °C (SD), 16.65 (± 4.28) °C and 17.03 (± 4.36) °C for year 2012, 2013 and 2014 respectively. The months of January, February and March recorded the highest daily temperatures up to ~ 32°C (Figure 4-2c). The same months also recorded the lowest daily temperatures ranging from 0.90-4.25 °C. The annual daily average vapor pressure deficit (VPD) was highest in year 2014 (~0.75 kPa) and lowest in 2013 (~0.68 kPa) with the dry season of January and February having higher monthly average VPD (1.05-1.10 kPa) than the wet season of April, May and June (0.48-0.57 kPa). The hourly average of daily maximum VPD was also highest in the dry season (4.06-4.38 kPa) and lowest in the wet season (2.18-2.78 kPa) (Figure 4-2d).
4.6.2 Energy balance closure

The degree of energy balance closure was assessed by regression of the sum of turbulent fluxes \((H + LE)\) against available energy \((R_n - G_o)\) (Figure 4-3). Using half-hourly data for all the years, the slope between available energy and turbulent fluxes was less than one for all years with a value of 0.66. The intercept was 4.23 Wm\(^{-2}\) with interannual range from -1.77 to 15.38 Wm\(^{-2}\) and a coefficient of determination \((R^2)\) of 0.84. All the years had almost similar slopes and \(R^2\). The root mean square error \((RMSE)\) varied from 56.5 to 90.9 Wm\(^{-2}\). The 3-year energy balance ratio \((E_{BR})\) was 0.66 with an interannual range of 0.60 to 0.71. Regression statistics of the energy balance closure are shown in Table 4-1 for each of the 3 years.
Table 4-1: Slope, intercept, $R^2$ and the energy balance ratio ($E_{BR}$) of the half-hourly energy balance closure.

<table>
<thead>
<tr>
<th>Year</th>
<th>slope</th>
<th>Intercept (Wm$^{-2}$)</th>
<th>$R^2$</th>
<th>RMSE (Wm$^{-2}$)</th>
<th>$E_{BR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>0.67</td>
<td>15.38</td>
<td>0.77</td>
<td>90.9</td>
<td>0.71</td>
</tr>
<tr>
<td>2013</td>
<td>0.64</td>
<td>-0.28</td>
<td>0.87</td>
<td>61.0</td>
<td>0.60</td>
</tr>
<tr>
<td>2014</td>
<td>0.66</td>
<td>-1.77</td>
<td>0.90</td>
<td>56.5</td>
<td>0.65</td>
</tr>
<tr>
<td>2012-2014</td>
<td>0.66</td>
<td>4.23</td>
<td>0.84</td>
<td>72.9</td>
<td>0.65</td>
</tr>
</tbody>
</table>
Figure 4-3: Energy balance closure of 30-min sum of turbulent fluxes (H+LE) against available energy ($R_n - G_0$) for year (a) 2012 (b) 2013 and (c) 2014. The solid line indicates 1:1 relationship.
Comparison between the Bowen ratio estimated \( LE \) and that measured when LI-7500 was operational had a coefficient of determination \( (R^2) \) of 0.72 \((p<0.001)\) and an \( RMSE \) of 39.1 Wm\(^{-2}\) with the energy balance closure slopes being identical for the two cases (EC closure slope = 0.602, Bowen ratio closure slope = 0.608) (Figure 4-4). The sonic measured \( H \) also compared favorably with that measured by the LAS system achieving an \( R^2 = 0.83 \) \((p<0.001)\) and \( RMSE = 40.07 \) Wm\(^{-2}\) (Figure 4-5).

Figure 4-4: Comparison of \( LE \) estimated using the Bowen ratio method and that measured using the eddy covariance technique during the period the LI-7500 was operational
4.6.3 Seasonal variations in energy partitioning and evapotranspiration

The seasonal pattern of energy fluxes of $R_n$, $G_o$, $H$ and $LE$ are shown in Figure 4-6 and Table 4-2. Over the entire period of measurements, the monthly diurnal $R_n$, $G_o$ and $H$ peaked in January, February and March while $LE$ was lower for the same months. The opposite was observed for the wet months of April, May and June. Monthly diurnal peaks $R_n$ also declined from January reaching...
minimum values in June and July and then gradually increasing until December. The diurnal seasonal $H$ decreased with the decrease in $R_n$. The midday (10:00-14:00 hr) $H$ was the highest flux in all months other than April and May when $LE$ was the highest flux from early noon to late afternoon (Figure 4-6).

Figure 4-6: Monthly diurnal pattern of energy fluxes of $R_n$, $G$, $H$, $LE$ and $C$ for the period 2012-2014
Energy partitioning and its controls

Table 4-2: Monthly and annual summaries of energy balance components, equilibrium $LE$ and potential $LE$, and key hydrometeorological factors at the study site

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>Jan</td>
<td>191.91</td>
<td>1.68</td>
<td>65.55</td>
<td>54.35</td>
<td>70.34</td>
<td>138.73</td>
<td>174.80</td>
<td>0.40</td>
<td>17.50</td>
<td>2.63</td>
<td>1.24</td>
<td>1.85</td>
</tr>
<tr>
<td></td>
<td>Feb</td>
<td>178.44</td>
<td>3.56</td>
<td>67.85</td>
<td>29.24</td>
<td>77.79</td>
<td>127.01</td>
<td>160.03</td>
<td>49.60</td>
<td>18.40</td>
<td>2.90</td>
<td>1.28</td>
<td>3.06</td>
</tr>
<tr>
<td></td>
<td>Mar</td>
<td>178.89</td>
<td>2.05</td>
<td>70.94</td>
<td>51.32</td>
<td>54.57</td>
<td>128.36</td>
<td>161.73</td>
<td>17.40</td>
<td>18.71</td>
<td>3.12</td>
<td>1.20</td>
<td>1.82</td>
</tr>
<tr>
<td></td>
<td>Apr</td>
<td>158.32</td>
<td>2.39</td>
<td>49.99</td>
<td>62.36</td>
<td>43.57</td>
<td>107.67</td>
<td>135.66</td>
<td>158.40</td>
<td>17.07</td>
<td>2.14</td>
<td>0.53</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>May</td>
<td>175.03</td>
<td>2.46</td>
<td>52.41</td>
<td>120.46</td>
<td>-0.30</td>
<td>116.55</td>
<td>146.85</td>
<td>17.40</td>
<td>18.71</td>
<td>2.90</td>
<td>0.41</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>Jun</td>
<td>157.62</td>
<td>3.36</td>
<td>48.99</td>
<td>91.30</td>
<td>13.98</td>
<td>102.87</td>
<td>129.62</td>
<td>14.80</td>
<td>14.96</td>
<td>2.23</td>
<td>0.39</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>Jul</td>
<td>156.03</td>
<td>3.81</td>
<td>55.65</td>
<td>67.83</td>
<td>28.74</td>
<td>101.42</td>
<td>127.79</td>
<td>42.80</td>
<td>14.98</td>
<td>2.05</td>
<td>0.44</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>Aug</td>
<td>178.46</td>
<td>3.36</td>
<td>62.67</td>
<td>64.87</td>
<td>47.55</td>
<td>118.90</td>
<td>149.82</td>
<td>67.80</td>
<td>15.53</td>
<td>2.46</td>
<td>0.58</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td>Sep</td>
<td>182.82</td>
<td>4.73</td>
<td>68.78</td>
<td>70.30</td>
<td>39.00</td>
<td>122.79</td>
<td>154.72</td>
<td>52.20</td>
<td>16.35</td>
<td>2.93</td>
<td>0.71</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td>Oct</td>
<td>205.84</td>
<td>6.86</td>
<td>62.10</td>
<td>78.03</td>
<td>58.85</td>
<td>138.03</td>
<td>173.92</td>
<td>100.40</td>
<td>17.09</td>
<td>2.82</td>
<td>0.70</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td>Nov</td>
<td>176.23</td>
<td>3.61</td>
<td>60.73</td>
<td>72.78</td>
<td>39.11</td>
<td>119.33</td>
<td>150.36</td>
<td>34.00</td>
<td>16.73</td>
<td>2.30</td>
<td>0.66</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>Dec</td>
<td>159.01</td>
<td>3.02</td>
<td>63.99</td>
<td>41.60</td>
<td>50.40</td>
<td>108.31</td>
<td>136.47</td>
<td>59.00</td>
<td>16.70</td>
<td>2.18</td>
<td>0.68</td>
<td>1.99</td>
</tr>
<tr>
<td></td>
<td>Annual</td>
<td>175.17</td>
<td>3.44</td>
<td>60.52</td>
<td>67.66</td>
<td>43.55</td>
<td>119.16</td>
<td>150.14</td>
<td>687.60</td>
<td>16.68</td>
<td>2.50</td>
<td>0.74</td>
<td>1.40</td>
</tr>
<tr>
<td>2013</td>
<td>Jan</td>
<td>207.36</td>
<td>3.41</td>
<td>51.72</td>
<td>80.09</td>
<td>72.14</td>
<td>143.23</td>
<td>180.47</td>
<td>80.20</td>
<td>17.55</td>
<td>2.30</td>
<td>0.76</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Feb</td>
<td>184.25</td>
<td>0.48</td>
<td>49.42</td>
<td>18.86</td>
<td>115.49</td>
<td>134.62</td>
<td>169.62</td>
<td>12.60</td>
<td>18.45</td>
<td>-</td>
<td>1.23</td>
<td>2.04</td>
</tr>
<tr>
<td></td>
<td>Mar</td>
<td>186.56</td>
<td>3.33</td>
<td>55.00</td>
<td>44.75</td>
<td>83.49</td>
<td>131.73</td>
<td>165.98</td>
<td>156.20</td>
<td>18.68</td>
<td>2.92</td>
<td>0.95</td>
<td>1.95</td>
</tr>
<tr>
<td></td>
<td>Apr</td>
<td>172.80</td>
<td>3.00</td>
<td>42.43</td>
<td>77.86</td>
<td>49.51</td>
<td>116.50</td>
<td>146.78</td>
<td>188.80</td>
<td>16.64</td>
<td>1.87</td>
<td>0.38</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>May</td>
<td>170.06</td>
<td>0.87</td>
<td>45.64</td>
<td>86.97</td>
<td>36.58</td>
<td>116.08</td>
<td>146.26</td>
<td>40.00</td>
<td>16.08</td>
<td>2.51</td>
<td>0.51</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td></td>
<td>152.22</td>
<td>0.72</td>
<td>47.00</td>
<td>53.61</td>
<td>50.88</td>
<td>102.68</td>
<td>129.38</td>
<td>20.20</td>
<td>15.17</td>
<td>2.22</td>
<td>0.47</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td>Jun</td>
<td>159.64</td>
<td>-0.28</td>
<td>55.51</td>
<td>34.33</td>
<td>70.08</td>
<td>109.87</td>
<td>138.43</td>
<td>24.00</td>
<td>15.52</td>
<td>2.28</td>
<td>0.62</td>
<td>2.19</td>
<td></td>
</tr>
<tr>
<td>Jul</td>
<td>146.50</td>
<td>-0.04</td>
<td>50.91</td>
<td>28.45</td>
<td>67.18</td>
<td>99.97</td>
<td>125.96</td>
<td>38.20</td>
<td>15.37</td>
<td>2.77</td>
<td>0.59</td>
<td>2.94</td>
<td></td>
</tr>
<tr>
<td>Aug</td>
<td>173.52</td>
<td>1.14</td>
<td>58.63</td>
<td>36.46</td>
<td>77.29</td>
<td>151.64</td>
<td>77.00</td>
<td>16.66</td>
<td>2.78</td>
<td>0.73</td>
<td>2.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sep</td>
<td>177.58</td>
<td>-0.41</td>
<td>52.97</td>
<td>40.43</td>
<td>84.59</td>
<td>159.03</td>
<td>23.00</td>
<td>17.47</td>
<td>3.43</td>
<td>0.88</td>
<td>1.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oct</td>
<td>162.40</td>
<td>0.15</td>
<td>43.95</td>
<td>49.16</td>
<td>112.96</td>
<td>142.32</td>
<td>81.40</td>
<td>16.68</td>
<td>2.34</td>
<td>0.62</td>
<td>1.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nov</td>
<td>151.93</td>
<td>-0.17</td>
<td>49.61</td>
<td>54.65</td>
<td>47.83</td>
<td>105.15</td>
<td>126.21</td>
<td>23.00</td>
<td>17.47</td>
<td>3.43</td>
<td>0.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dec</td>
<td>167.81</td>
<td>0.84</td>
<td>50.27</td>
<td>49.10</td>
<td>67.60</td>
<td>116.41</td>
<td>146.68</td>
<td>816.20</td>
<td>16.65</td>
<td>2.47</td>
<td>0.68</td>
<td>1.61</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2014</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jan</td>
<td>181.16</td>
<td>2.24</td>
<td>70.81</td>
<td>44.37</td>
<td>63.73</td>
<td>129.37</td>
<td>163.01</td>
<td>24.00</td>
<td>17.63</td>
<td>2.51</td>
<td>0.98</td>
<td>2.07</td>
<td></td>
</tr>
<tr>
<td>Feb</td>
<td>170.12</td>
<td>2.47</td>
<td>67.31</td>
<td>47.62</td>
<td>52.72</td>
<td>120.08</td>
<td>151.30</td>
<td>78.20</td>
<td>17.70</td>
<td>2.21</td>
<td>0.83</td>
<td>1.98</td>
<td></td>
</tr>
<tr>
<td>Mar</td>
<td>192.54</td>
<td>0.03</td>
<td>61.51</td>
<td>50.32</td>
<td>80.67</td>
<td>138.80</td>
<td>174.89</td>
<td>20.80</td>
<td>18.32</td>
<td>2.74</td>
<td>0.98</td>
<td>1.45</td>
<td></td>
</tr>
<tr>
<td>Apr</td>
<td>170.71</td>
<td>1.02</td>
<td>60.01</td>
<td>48.66</td>
<td>61.01</td>
<td>121.14</td>
<td>152.64</td>
<td>55.40</td>
<td>17.40</td>
<td>2.78</td>
<td>0.78</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>148.26</td>
<td>1.16</td>
<td>62.91</td>
<td>31.13</td>
<td>53.05</td>
<td>103.80</td>
<td>138.80</td>
<td>30.40</td>
<td>17.67</td>
<td>2.84</td>
<td>0.76</td>
<td>3.47</td>
<td></td>
</tr>
<tr>
<td>Jun</td>
<td>145.95</td>
<td>1.43</td>
<td>62.06</td>
<td>27.90</td>
<td>54.55</td>
<td>99.06</td>
<td>124.81</td>
<td>38.60</td>
<td>16.36</td>
<td>2.41</td>
<td>0.59</td>
<td>2.97</td>
<td></td>
</tr>
<tr>
<td>Jul</td>
<td>154.00</td>
<td>1.75</td>
<td>66.42</td>
<td>31.17</td>
<td>54.66</td>
<td>104.70</td>
<td>131.93</td>
<td>74.80</td>
<td>16.08</td>
<td>2.59</td>
<td>0.65</td>
<td>4.68</td>
<td></td>
</tr>
<tr>
<td>Aug</td>
<td>158.58</td>
<td>1.46</td>
<td>58.45</td>
<td>45.61</td>
<td>53.06</td>
<td>107.86</td>
<td>135.90</td>
<td>55.60</td>
<td>15.88</td>
<td>2.73</td>
<td>0.63</td>
<td>1.67</td>
<td></td>
</tr>
<tr>
<td>Sep</td>
<td>176.80</td>
<td>1.33</td>
<td>56.45</td>
<td>56.26</td>
<td>62.76</td>
<td>121.56</td>
<td>153.17</td>
<td>73.80</td>
<td>16.03</td>
<td>2.93</td>
<td>0.66</td>
<td>1.24</td>
<td></td>
</tr>
<tr>
<td>Oct</td>
<td>159.51</td>
<td>1.16</td>
<td>56.45</td>
<td>43.18</td>
<td>58.72</td>
<td>111.75</td>
<td>140.80</td>
<td>37.00</td>
<td>17.75</td>
<td>2.96</td>
<td>0.80</td>
<td>2.08</td>
<td></td>
</tr>
<tr>
<td>Nov</td>
<td>144.07</td>
<td>0.85</td>
<td>56.91</td>
<td>34.87</td>
<td>51.44</td>
<td>100.55</td>
<td>126.69</td>
<td>51.60</td>
<td>17.36</td>
<td>2.44</td>
<td>0.73</td>
<td>3.36</td>
<td></td>
</tr>
<tr>
<td>Dec</td>
<td>175.00</td>
<td>1.81</td>
<td>61.06</td>
<td>48.87</td>
<td>63.26</td>
<td>120.70</td>
<td>152.09</td>
<td>45.40</td>
<td>16.88</td>
<td>-</td>
<td>0.75</td>
<td>1.39</td>
<td></td>
</tr>
<tr>
<td>Annual</td>
<td>162.69</td>
<td>1.44</td>
<td>61.66</td>
<td>41.71</td>
<td>57.88</td>
<td>113.36</td>
<td>142.83</td>
<td>585.60</td>
<td>17.03</td>
<td>2.68</td>
<td>0.75</td>
<td>2.36</td>
<td></td>
</tr>
</tbody>
</table>
Energy partitioning and its controls

The ratio $LE/R_n$ was lowest in the drier periods of January, February and March with values ranging 0.10-0.39, and it increased gradually to maximum values $>0.40$ in the wet season months of April and May (Figure 4-7). Consequently, for the years 2012 and 2013 that recorded above average precipitation, actual evapotranspiration was highest during the wettest months accounting for 46-82% of potential evapotranspiration. For year 2014 that recorded below average precipitation, actual evapotranspiration during the wettest months accounted for 24-32% of potential evapotranspiration. Over the entire period of measurements, actual evapotranspiration hardly ever exceeded the total equilibrium evapotranspiration. The pattern of $H/R_n$ was opposite to that of $LE/R_n$ (Table 4-3) as one can also observe in the Bowen ratio (Figure 4-7). On annual scale, over 60% of $R_n$ was partitioned as $LE$ and $H$, whereas the contribution of $G_o$ was less than 3% (Table 4-3). The residual energy balance closure term ($C$) accounted for between 25-40% of the $R_n$. While $C$ tended to peak towards midday on a diurnal scale, it was less pronounced in the wettest months and highest in the driest months (Figure 4-6).

Figure 4-7: Seasonal midday (10:00-14:00 hr) values of the (a) ratio of energy partition of sensible heat flux to net radiation ($H/R_n$) (b) ratio of energy partition of latent heat flux to net radiation ($LE/R_n$) (c) Bowen ratio ($\beta$) from January 2012 to December 2014. The black line is the 4-hr moving average.
Table 4-3: Monthly and annual summaries of energy balance partition, Priestley-Taylor coefficient ($\alpha$), actual ET, potential ET, and percent of actual ET to potential ET and average monthly leaf area index

<table>
<thead>
<tr>
<th>Year</th>
<th>Period</th>
<th>LE/Rn</th>
<th>H/Rn</th>
<th>G0/Rn</th>
<th>C/Rn</th>
<th>$\alpha$</th>
<th>ET [mm]</th>
<th>ET$_{pot}$ [mm]</th>
<th>ET/ET$_{pot}$ [%]</th>
<th>LAI [m$^2$/m$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>Jan</td>
<td>0.28</td>
<td>0.34</td>
<td>0.01</td>
<td>0.37</td>
<td>0.39</td>
<td>59.42</td>
<td>191.10</td>
<td>31.09</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>Feb</td>
<td>0.16</td>
<td>0.38</td>
<td>0.02</td>
<td>0.44</td>
<td>0.23</td>
<td>29.90</td>
<td>163.66</td>
<td>18.27</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>Mar</td>
<td>0.29</td>
<td>0.40</td>
<td>0.01</td>
<td>0.31</td>
<td>0.40</td>
<td>56.10</td>
<td>176.81</td>
<td>31.73</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Apr</td>
<td>0.39</td>
<td>0.32</td>
<td>0.02</td>
<td>0.28</td>
<td>0.58</td>
<td>65.98</td>
<td>143.52</td>
<td>45.97</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>May</td>
<td>0.69</td>
<td>0.30</td>
<td>0.01</td>
<td>0.00</td>
<td>1.03</td>
<td>131.69</td>
<td>160.54</td>
<td>82.03</td>
<td>2.50</td>
</tr>
<tr>
<td></td>
<td>Jun</td>
<td>0.58</td>
<td>0.31</td>
<td>0.02</td>
<td>0.09</td>
<td>0.89</td>
<td>96.59</td>
<td>137.13</td>
<td>70.44</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>Jul</td>
<td>0.43</td>
<td>0.36</td>
<td>0.02</td>
<td>0.18</td>
<td>0.67</td>
<td>74.15</td>
<td>139.71</td>
<td>53.08</td>
<td>1.85</td>
</tr>
<tr>
<td></td>
<td>Aug</td>
<td>0.36</td>
<td>0.35</td>
<td>0.02</td>
<td>0.27</td>
<td>0.55</td>
<td>70.92</td>
<td>163.79</td>
<td>43.30</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>Sep</td>
<td>0.38</td>
<td>0.38</td>
<td>0.03</td>
<td>0.21</td>
<td>0.57</td>
<td>74.38</td>
<td>163.69</td>
<td>45.44</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>Oct</td>
<td>0.38</td>
<td>0.30</td>
<td>0.03</td>
<td>0.29</td>
<td>0.57</td>
<td>85.31</td>
<td>190.13</td>
<td>44.87</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>Nov</td>
<td>0.41</td>
<td>0.34</td>
<td>0.03</td>
<td>0.22</td>
<td>0.61</td>
<td>77.00</td>
<td>159.07</td>
<td>48.41</td>
<td>1.60</td>
</tr>
<tr>
<td></td>
<td>Dec</td>
<td>0.26</td>
<td>0.40</td>
<td>0.02</td>
<td>0.32</td>
<td>0.38</td>
<td>45.47</td>
<td>149.19</td>
<td>30.48</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>Annual</td>
<td>0.39</td>
<td>0.35</td>
<td>0.02</td>
<td>0.25</td>
<td>0.57</td>
<td>866.90</td>
<td>1938.34</td>
<td>44.72</td>
<td>1.51</td>
</tr>
<tr>
<td>2013</td>
<td>Jan</td>
<td>0.39</td>
<td>0.25</td>
<td>0.02</td>
<td>0.35</td>
<td>0.56</td>
<td>87.56</td>
<td>197.30</td>
<td>44.38</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>Feb</td>
<td>0.10</td>
<td>0.27</td>
<td>0.00</td>
<td>0.63</td>
<td>0.14</td>
<td>18.62</td>
<td>167.49</td>
<td>11.12</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>Mar</td>
<td>0.24</td>
<td>0.29</td>
<td>0.02</td>
<td>0.45</td>
<td>0.34</td>
<td>48.92</td>
<td>181.45</td>
<td>26.96</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>Apr</td>
<td>0.45</td>
<td>0.25</td>
<td>0.02</td>
<td>0.29</td>
<td>0.67</td>
<td>82.38</td>
<td>155.29</td>
<td>53.05</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>May</td>
<td>0.51</td>
<td>0.27</td>
<td>0.01</td>
<td>0.22</td>
<td>0.75</td>
<td>95.08</td>
<td>159.90</td>
<td>59.46</td>
<td>2.33</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Jun</td>
<td>Jul</td>
<td>Aug</td>
<td>Sep</td>
<td>Oct</td>
<td>Nov</td>
<td>Dec</td>
<td>Annual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jun</td>
<td>0.35</td>
<td>0.31</td>
<td>0.00</td>
<td>0.33</td>
<td>0.52</td>
<td>56.72</td>
<td>136.88</td>
<td>41.44</td>
<td>2.03</td>
<td></td>
</tr>
<tr>
<td>Jul</td>
<td>0.22</td>
<td>0.35</td>
<td>0.00</td>
<td>0.44</td>
<td>0.31</td>
<td>37.53</td>
<td>151.34</td>
<td>24.80</td>
<td>1.45</td>
<td></td>
</tr>
<tr>
<td>Aug</td>
<td>0.19</td>
<td>0.35</td>
<td>0.00</td>
<td>0.46</td>
<td>0.28</td>
<td>31.11</td>
<td>137.70</td>
<td>22.59</td>
<td>1.30</td>
<td></td>
</tr>
<tr>
<td>Sep</td>
<td>0.21</td>
<td>0.34</td>
<td>0.01</td>
<td>0.45</td>
<td>0.30</td>
<td>38.58</td>
<td>160.43</td>
<td>24.05</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>Oct</td>
<td>0.23</td>
<td>0.30</td>
<td>0.00</td>
<td>0.48</td>
<td>0.32</td>
<td>44.20</td>
<td>173.85</td>
<td>25.42</td>
<td>1.23</td>
<td></td>
</tr>
<tr>
<td>Nov</td>
<td>0.30</td>
<td>0.27</td>
<td>0.00</td>
<td>0.43</td>
<td>0.44</td>
<td>52.01</td>
<td>150.57</td>
<td>34.54</td>
<td>1.38</td>
<td></td>
</tr>
<tr>
<td>Dec</td>
<td>0.36</td>
<td>0.33</td>
<td>0.00</td>
<td>0.31</td>
<td>0.52</td>
<td>59.75</td>
<td>144.85</td>
<td>41.25</td>
<td>1.45</td>
<td></td>
</tr>
<tr>
<td>Annual</td>
<td>0.29</td>
<td>0.30</td>
<td>0.01</td>
<td>0.40</td>
<td>0.42</td>
<td>652.44</td>
<td>1917.05</td>
<td>34.03</td>
<td>1.52</td>
<td></td>
</tr>
</tbody>
</table>
4.6.4 Climatic and biological control of energy partitioning

The Priestley-Taylor $\alpha$ coefficient was mostly $<1$ for the entire period of measurements with cases $>1$ occurring mostly during the wet seasons Figure 4-8. The mean monthly Priestley-Taylor $\alpha$ coefficient were lowest (~0.14-0.23) in February for year 2012 and 2013 while May, June and July recorded lowest Priestley-Taylor $\alpha$ coefficient (~0.28-0.30) for the year 2014 (Table 4-2). Maximum Priestley-Taylor $\alpha$ coefficient (>0.6) occurred mostly in April, May and June for year 2012 and 2013. However, during 2014, the maximum Priestley-Taylor $\alpha$ coefficient was observed during the months of August and September, and was much lower (~0.42-0.46) than during 2012 and 2013.
Figure 4-8: Seasonal trend of Priestley-Taylor $\alpha$ coefficient for the period 2012-2014. The black line represents the weekly moving average.
Midday canopy surface conductance ($g_s$) was positively correlated with Priestley-Taylor $\alpha$ coefficient for the period of measurements (Figure 4-9) with higher values (>5 mm/s) of $g_s$ predominantly experienced in the months of April, May and June (Figure 4-10b). On an annual timescale, the average $g_s$ was 3.78, 2.60 and 1.86 mm/s for the years 2012, 2013 and 2014 respectively. Mean monthly $g_s$ was significantly correlated with MODIS extracted leaf area index (Figure 4-12) than with the average soil water content (SWC) measured at the top 20 cm of the soil surface (Figure 4-12). In the drought year 2014, maximum leaf area index was lowest compared to years 2012 and 2013. Moreover, $g_s$ decreased exponentially with VPD (Figure 4-13).

Figure 4-9: Relationship between midday (10:00–14:00 h) Priestley–Taylor $\alpha$ coefficient and midday canopy surface conductance ($g_s$).
Dry months (January-March) had high VPD ranging from 1.48-4.22 kPa with \( g_s \) mostly < 5.0 mm/s whereas the wet months (April-June) experienced low VPD ranging from 0.21-2.56 kPa with \( g_s \) mostly >5.0 mm/s. The decoupling coefficient (Ω) followed a similar seasonal trend with \( g_s \) (Figure 4-10c). The Ω was predominantly <0.5 during the dry months but peaked in the wet months reaching values of ~ 0.8.

Figure 4-10: Seasonal pattern of (a) MODIS observed and HANTS smoothed LAI trend and midday (10:00 – 14:00 h) monthly patterns of (b) canopy surface conductance \((g_s)\) (c) decoupling coefficient \((Ω)\) for the period 2012 - 2014.

Figure 4-12: The relationship between monthly leaf area index (LAI) and monthly midday surface conductance \((g_s)\)

Figure 4-12: Relationship between monthly mean canopy conductance, \((g_s)\) and mean top soil (0-30 cm) water content (SWC)
Figure 4-13: The relationship between midday vapor pressure deficit (VPD) and canopy surface conductance ($g_s$) during the 3-year measurement period

### 4.7 Discussion

#### 4.7.1 Energy balance closure

Energy balance closure was used to assess the system performance. Assuming no measurement errors and perfect closure, the slope of regression between available energy ($R_n-G_o$) and the turbulent ($H+LE$) fluxes measured from meteorological sensors should be unity (Wilson and Baldocchi, 2000). Using 30-min flux data from January 2012 to December 2014, the slope between available energy ($R_n-G_o$) and the turbulent ($H+LE$) fluxes over the study site was 0.66 with an intercept of 4.23 Wm$^{-2}$ and a coefficient of determination ($R^2$) of 0.84. Over the 3-year period of measurements, the slope was less than unity (Table 4-1) indicating that the
measurements underestimated the net energy loss at night and net energy gain during the day (Lei and Yang, 2010; Vourlitis et al., 2008).

The lack of energy balance closure has been reported in many studies and remains a subject of much ongoing research (Foken, 2008; Lei and Yang, 2010; Stoy et al., 2013; Veenendaal et al., 2004; Wilson et al., 2002). The 3-year energy balance ratio ($E_{BR}$) was 0.65 with an interannual range of 0.60-0.71. While most common reasons for the energy balance closure problem have been attributed to random and/or systematic errors due to inadequacies of the micrometeorological measurement systems (Foken et al., 2010; Vourlitis et al., 2008), the moderate degree of closure for this site could be due to the heterogeneity of the landscape in this area and also, partly due to the small amount of energy stored in the vegetation layer (Moors, 2012). Frequency response analysis of the unstable co-spectra (Appendix B) suggested an overestimation of fluxes at low frequencies (large eddies) and underestimation at peak and higher frequencies (small eddies). While it has been previously suggested (e.g. Foken et al., 2005; Mauder and Foken, 2006; Mauder et al., 2007; Moncrieff, 2004) that large eddies operating at the landscape scale contribute to turbulent fluxes and energy balance closure, the mechanism influencing these processes still remains unclear (Foken, 2008). Also, a mismatch of $R_n$ and $G_o$ footprints which are close to the measurement tower with those of $H$ and $LE$ that are larger and upwind the tower may increase the energy imbalance (Wever et al., 2002). On an annual basis, the water balance analysis suggested that at least 80% of the local precipitation evaporates back to the atmosphere. This implies that the lack of energy balance closure may not be due to the latent energy flux but probably due to mismatch of $R_n$ and $G_o$ footprints. Although the energy balance closure for our site was not perfect, it was within values of FLUXNET (Wilson et al., 2002) and ChinaFLUX (Li et al., 2005) sites, whose reported slope values range from 0.58 to 0.99 and 0.49 to 0.81 respectively.

### 4.7.2 Seasonal changes in energy fluxes and evapotranspiration

The partitioning of net radiation into sensible and latent heat flux is usually influenced by changes in vegetation characteristics. The shift of energy partition associated with $LE$ dominance (leaf emergence) and $H$ dominance (leaf senescence) has been observed in many ecosystems (e.g. Lei and Yang, 2010; Valentini et al., 1995; Wever et al., 2002; Wilson and Baldocchi, 2000). For our study site, we observed transition of $H$ dominance to $LE$ dominance in the month of April and this prevailed into the month of May before shifting back to $H$ dominance. Specifically, the dominance in $LE$ during the months of April and May was more apparent from early noon to late afternoon (Figure 4.6). While $LE/Rn$ partition was lowest in the drier months of January, February and March
following leaf senescence with values ~ < 0.39, this was observed to increase to ~0.51-0.69 in the wetter month of May for years with above average precipitation (Table 4 3). On the annual scale, ~> 60% of $R_n$ was partitioned as $LE$ and $H$ with the latter being the larger consumer of net radiation (~34%), whereas the contribution of $G_o$ was less than 3%. The residual energy balance closure term ($C$) accounted for between 25- 40% of the $R_n$. This imbalance tended to be greatest in the months when insolation was high, an observation similar to that of semi-arid savanna in Southern Africa (Veenendaal et al., 2004). It is possible that this imbalance is due to increased $H$ during the dry seasons in the region, leading to entrainment of dry air within the flux footprint (McNaughton and Spriggs, 1989).

The partitioning of available energy was mainly controlled by soil moisture, in combination with low VPD effects on $LE$ during the wet months. The opposite was true for the drier months when $H$ dominated. This was evident during 2014, when below average annual and wet season long-term precipitation was experienced (Figure 4 14a). The low precipitation for that year provided little water recharge for soil moisture that limited refill of the dry soil (Figure 4 14b). The consequence of decreased soil moisture coupled with the low net radiation also observed during that year (Figure 4 14c) led to a much lower $LE$ (Figure 4 14d) compared to years 2012 and 2013, which received above long-term average precipitation. Moreover, the higher monthly VPD and air temperature observed during the wet season months of year 2014 (Figure 4 15) further contributed to the reduced $LE$ and higher $H$ in that year. The shift in partitioning of the net radiation between $H$ and $LE$ was characteristic of a typically precipitation sensitive ecosystem whereby limited precipitation causes a decrease in soil moisture, consequently leading to a decrease in the evaporation component of $LE$ (Chen et al., 2009). At the same time higher VPD in combination with high temperatures and net radiation may lead to a reduction in the stomatal conductance of the foliage, leading to a reduction in the transpiration component.
Figure 4-14: Average monthly (a) Precipitation (b) Soil water content (c) Net radiation (d) Latent energy flux and (e) sensible heat flux for the 3-year observation period. For ease of comparison with the data from 2012 and 2013, the 2014 wet season period when precipitation, soil water content, net radiation and latent energy flux were lowest is shaded in grey.
Figure 4-15: Average monthly (a) Vapor pressure deficit (b) air temperature (c) Bowen ratio during the 3-year observation period. The shaded gray regions highlight the wet season period when vapor pressure deficit, air temperature and Bowen ratio were highest for year 2014 in comparison to year 2012 and 2013.
Annual evapotranspiration was 873 mm, 632 mm and 537 mm for 2012, 2013 and 2014 respectively. For 2012, the annual evapotranspiration was 26% higher than the annual total precipitation received in that year suggesting vegetation within the flux footprint has access to the moisture in deeper soil layer. Indeed, the lack of response of $g_s$ to change in soil content at the present and many other similar studies (e.g. Ghimire et al., 2014; Giambelluca et al., 2003; Luis et al., 2005; Nieveen et al., 2001; Tanaka et al., 2003; Tanaka et al., 2008) must be largely due to continued access to moisture in the deeper soil layers. For years 2013 and 2014 the annual evapotranspiration was approximately 20% and 9% less than the annual precipitation received respectively implying that at least 80% of annual precipitation returned back to the atmosphere through evapotranspiration. These evapotranspiration values were generally larger than those reported for a dryland sandstone ecosystem (551 mm year$^{-1}$) in Southern Africa (Dzikiti et al., 2014), a grassland ecosystem (271-517 mm year$^{-1}$) in Eastern cape, South Africa (Finca et al., 2015) and a semi-arid savanna (378 mm year$^{-1}$) in Kruger National Park, South Africa. Compared with other ecosystems, the evapotranspiration values were also larger than those measured for forest ecosystems (e.g. 493 mm year$^{-1}$ in a temperate mixed forest (Wu et al., 2007) and 524 mm year$^{-1}$ in natural forest and 577 mm year$^{-1}$ in planted forest (Ghimire et al., 2014)).

For the years 2012 and 2013, during which above average precipitation was recorded, actual evapotranspiration was highest during the wettest months accounting for 46-82% of potential evapotranspiration. For year 2014, during which below average precipitation was recorded, actual evapotranspiration during the wettest months accounted for 24-32% of potential evapotranspiration. This implied that the variability in evapotranspiration was largely controlled by the changes in seasonal precipitation, unlike in humid environments where actual evapotranspiration is usually controlled by changes in potential evapotranspiration (Yang et al., 2006).

### 4.7.3 Climatic and biological control of energy partitioning

The partitioning of available energy into sensible and latent heat fluxes, and the subsequent effects on boundary layer processes depend on both climatic and biological controls of an ecosystem (Wilson and Baldocchi, 2000). Climatic control refers to the magnitude of atmospheric demand that controls evapotranspiration, i.e. the vapor pressure deficit and net radiation influence on evapotranspiration. Biological control refers to the effect of surface conductance on evapotranspiration. Changes in $LAI$ were observed to correlate positively with $g_s$ (Figure 4-10 & Figure 4-12) suggesting that reduction in green $LAI$ partly causes the reduction in surface conductance and subsequent lower latent heat flux. Similar relationships have been observed in
forest (Wilson and Baldocchi, 2000), steppe (Chen et al., 2009) and grassland (Baldocchi et al., 2004; Saigusa et al., 1998) ecosystems. For the drought year 2014 leaf expansion was limited due to inadequate soil moisture, reducing the photosynthetic activity of the vegetation and subsequently limiting \( g_s \) and \( LE \). The lower \( LE \) results in a higher \( H \). The consequence of a large \( H \) is a deep planetary boundary layer, and considerable entrainment of dry air. This has a negative effect on stomatal conductance (McNaughton and Spriggs, 1989). Our finding was in agreement with a study by Granier and Bréda (1996) who found that \( g_s \) of a French oak forest was a function of leaf expansion. Similar patterns have also been reported for temperate deciduous forests in North America (Wilson and Baldocchi, 2000), temperate grasslands in Canada (Wever et al., 2002) and for a steppe ecosystem in Mongolia (Chen et al., 2009).

On the comparison of measured evapotranspiration against the climatological expectation, it is usually expected that ecosystems with unlimited moisture supply have high \( \alpha \) values (\( \alpha >1.26 \)), while dry ecosystems with lower potential evaporation rates have characteristically low values (\( \alpha <1 \)) (Arain et al., 2003). Over our experimental site, the Priestley-Taylor \( \alpha \) coefficient was often <1 for the entire period of measurements with few cases \( \alpha >1 \) occurring mostly during the wet seasons (Figure 4-8). Non-drought years 2012 and 2013 had much higher \( \alpha \) values with weekly maximum values approaching \( \sim >0.6 \) which dramatically dropped to <0.46 during the drought year 2014 (\( \sim 0.42-0.46 \)). This finding was comparable to that by Meyers (2001) who reported values of \( \alpha \) ranging from 0.59-0.66 for non-drought years and 0.39 for a drought year over a rangeland site in Oklahoma, US. The low values of \( \alpha \) were indicative of restricted soil moisture supply for evapotranspiration. The relationship between \( \alpha \) and \( g_s \) suggested that evapotranspiration in this site was greatly influenced by surface conductance when \( g_s \) was below approximately 10-15 mm s\(^{-1}\) (Figure 4-9). A similar observation was also reported for a West African Savanna (Bagayoko et al., 2007). Occurrence of this \( g_s \) threshold was well within modelling analysis of McNaughton and Spriggs (1989) and Kim and Entekhabi (1997) who suggested that in a well-mixed boundary layer, evapotranspiration becomes limited at \( g_s \) threshold value below 16 mm s\(^{-1}\). This finding was also consistent with other observations in maize (Lei and Yang, 2010; Steduto and Hsiao, 1998; Suyker and Verma, 2008) alfalfa (Van Bavel, 1967) and grassland (Wever et al., 2002).

Values of \( \Omega \) in our site were predominantly <0.5 during the dry months but peaked in the wet months reaching values of approximately \( \sim 0.8 \) (Figure 4-10c). These values suggest that during the dry season, evapotranspiration was coupled more with the \( VPD \) and \( g_s \) than with net radiation while during the wet season, evapotranspiration was more sensitive to net radiation. This pattern
of coupling during the dry season and decoupling during the wet season was consistent and confirmatory of that observed in a West African Savanna ecosystem (Bagayoko et al., 2007). Since this pattern is consistent for both $g_s$ and $\alpha$ as well, we suggest that during dry season and periods of prolonged drought conditions, a lack of moisture in combination with VPD leads to significant decreases in stomatal conductance that eventually limits partitioning of available energy into $LE$ in the semi-arid ecosystem part of the Lake Naivasha basin. However, during the wet season these factors are non-limiting and radiation is the dominant control of energy partitioning into $LE$ in the ecosystem.

4.8 Conclusion

A 3-year flux measurements (January 2012-December 2014) over a semi-arid shrubland wildlife site in Lake Naivasha Basin showed that, on annual scale, more than 60% of net radiation ($R_n$) was partitioned as latent ($LE$) and sensible energy ($H$), with the latter being the larger consumer of net radiation (~34%) and dominating for most months. The transition from $H$ to $LE$ dominance occurred in the month of April and prevailed into May before shifting back to $H$ dominance. This dominance of $LE$ in April and May was apparent from early noon to late afternoon. The residual energy balance closure term ($C$) accounted for between 25-40% of the $R_n$ with the imbalance tending to be highest during periods of high insolation.

Annual evapotranspiration for year 2012, 2013 and 2014 were estimated as 873 mm, 632 mm and 537 mm respectively. This accounted for at least 80% of the annual precipitation received for the respective years. Seasonal evapotranspiration during the wettest months of years 2012 and 2013 accounted for 46-82% of potential evapotranspiration while evapotranspiration for the wettest months of 2014 which was a drought year, accounted for 24-32% of potential evapotranspiration. This implied that the variability in evapotranspiration was largely controlled by the changes in seasonal precipitation unlike in humid environments where actual evapotranspiration is usually controlled by changes in potential evapotranspiration.

Values of surface conductance ($g_s$) were significantly positively correlated with leaf expansion and $\alpha$ suggesting that, change in latent heat flux and surface conductance was paralleled by changes in green LAI. $g_s$ was low during periods of low soil moisture. Low values of decoupling coefficient ($\Omega$) during these periods of drought indicated that evapotranspiration was strongly controlled by $g_s$ and VPD. During periods of non-limiting moisture conditions, evapotranspiration was decoupled from the atmosphere. This finding suggested that during the dry seasons and during periods of prolonged drought, a lack of moisture in combination with VPD leads to significant decreases in
stomatal conductance, which eventually limits partitioning of available energy. However, during the wet season these factors are non-limiting and radiation is the dominant control of energy partitioning into $LE$ in the ecosystem. These coupling and decoupling patterns provide insights towards formulating relatively simplistic models for quantifying evapotranspiration for ecosystems that experience seasonal shifts in controlling factors. Moreover, this finding provides a synoptic predictive tool on changes that maybe expected in such an ecosystem in this region of Africa under climatic changes of increased precipitation. On one hand, with the projected future precipitation increases over East Africa, the energy flux partitioning is likely to be principally enhanced by $R_n$. On the other hand, in the event of enhanced drought conditions, the energy flux partitioning in the ecosystem is likely to be coupled to the atmosphere.
5 Coupling socio-economic factors and eco-hydrological processes using a cascade-modeling approach*

* This chapter is based on:
**Abstract**

Most hydrological studies do not account for the socio-economic influences on eco-hydrological processes. However, socio-economic developments often change the water balance substantially and are highly relevant in understanding changes in hydrological responses. In this study a multi-disciplinary approach was used to study the cascading impacts of socio-economic drivers of land use and land cover (LULC) changes on the eco-hydrological regime of the Lake Naivasha basin. The basin has recently experienced substantial LULC changes exacerbated by socio-economic drivers. The simplified cascade models provided insights for an improved understanding of the socio-ecohydrological system. Results show that the upstream population has transformed LULC such that runoff during the period 1986-2010 was 32% higher than during the period 1961-1985. Cut-flower export volumes and downstream population growth explain 71% of the water abstracted from Lake Naivasha. The influence of upstream population on LULC and upstream hydrological processes explained 59% and 30% of the variance in lake storage volumes and sediment yield respectively. The downstream LULC changes had significant impact on large wild herbivore mammal species on the fringe zone of the lake. This study shows that, in cases where observed socio-economic developments are substantial, the use of a cascade-modeling approach, that couple socio-economic factors to eco-hydrological processes, can greatly improve our understanding of the eco-hydrological processes of a catchment.
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5.1 Introduction

Eco-hydrological systems respond to perturbations of varying magnitude and intensity across space and time (Caylor et al., 2005). And so do socio-ecohydrological systems. Identifying mechanisms that translate these perturbations into structural and functional changes is important towards informing on socio-economic decisions of management and conservation of basins (Burcher et al., 2007). For example land use and land cover (LULC) changes mirror the impacts of human activities (Houghton et al., 1999; Schneider and Eugster, 2005).

With increasing population, human actions and associated LULC are known to increasingly affect the water quality and quantity and may compromise the integrity of eco-hydrological systems through numerous and complex pathways (Allan et al., 1997; Allan, 2004b; Strayer et al., 2003; Townsend et al., 2003). There is a need to understand the main drivers of such systems and how they interact and influence the system. Without knowing how these drivers propagate through a system, we cannot identify the associated trigger mechanisms, thus limiting our ability to understand or manage such a system. However, identifying the driving factors and processes of these influences is complicated by the multitude of potential causalities and time-frames at which the processes take effect.

Pathways define the propagation of influences from an initiation phase which is then conveyed through entities in space and time to a destination (Figure 5-1) where consequences are realized (Reiners and Driese, 2001). Such an organization of links or couples is described in this chapter as a cascade where a series of connected links originate from a trigger that is translated through chains of interdependent elements terminating in a response (Burcher et al., 2007).
Hydrological modeling approaches for densely populated areas should factor the socio-economic influences in the hydrological processes (Loucks and Van Beek, 2005; van Oel et al., 2013). However, before we optimize and allocate water we need to know what drives water withdrawals and water diversions. Only then, we are able to formalize a river basin management plan, and design policy instruments either in the physical or in the social realm. As an example, an important factor is the growing human population that exerts increasing pressure on the LULC, as demand multiplies for resources such as food and water. Another example is increase in industrial production requiring water. Socioeconomic factors dictate how land is used regionally as well as locally, and how much water is needed. Therefore, it is vital to assess the major socioeconomic drivers of LULC changes (especially in developing countries) and their impact on the environment. In total, the interaction between physical and social phenomena builds up a system with positive and negative feedbacks in space and time (Kelly et al., 2013).
In this study, we focus on understanding the historical cause of events in the Lake Naivasha basin socio-ecohydrological system. To realize this, we restrict ourselves to a less demanding model, given that we are in a relatively data poor environment; We apply a cascade model to study the case of Lake Naivasha Basin.

The economy of the basin is highly dependent on natural resources but the response of the environment due to the socio-economic influences is highly uncertain. Despite the increased socio-economic activities and LULC changes experienced in the Lake Naivasha Basin, there is limited knowledge on the impacts of these changes on the eco-hydrological regime of the basin. The magnitude of these impacts at relevant spatial and temporal scales is uncertain. Much of what is known about these impacts has only been inferred through water balance models (Becht and Harper, 2002) or sediment studies (Odongo et al., 2013; Tarras-Wahlberg et al., 2002). However, these models fail to explain the disturbance pathways involved because they do not integrate multiple scales (Burcher et al., 2007; Downes et al., 2002). No attempt has been made to integrate multiple trigger mechanisms at different scales that include socio-economic factors and LULC changes that trigger the observed responses. Therefore, there is a need to understand the main drivers of the system and how their effect propagates through the system. Without knowing exactly how the influence of these drivers propagates through the system, we cannot identify the associated processes that need to be understood in order to address them.

The cascade modeling approach using path analysis as adopted in this study enhances a holistic understanding of a complex system such as Lake Naivasha Basin amidst the cross-cutting disciplines of socio-economy and eco-hydrological processes. It might not be the best method to apply in multi-disciplinary research that involves feedback mechanisms; however, it is a better method to apply in a data scarce environment for an African country. Alternatives to cascade modeling would be process-based models (e.g. agent-based modeling (ABM) or system-dynamics (SD)) that account for relevant feedback mechanisms, explore impacts of future scenarios or compare effects of alternative measures. However, these alternatives are data intensive and complex compared to path analysis. The advantage of using path analysis is that it mirrors theories of causation and inform on which hypothesized causal models best fits the observed pattern of correlations among datasets (Burcher et al., 2007). Also the approach allows one to decompose various factors affecting an outcome into direct and indirect components. This way the method is a first step in developing clear and logical theories about processes influencing a particular response in a system (Lleras, 2005).
To our knowledge this is the first time that a basin scale integration using hypothesized cascades of events is used to assess eco-hydrological impacts by coupling socio-economic factors in a sub-Saharan tropical basin. The combined effect of these cascades has put the lake ecosystem services under pressure (Becht and Nyaoro, 2005; Becht et al., 2006; Harper and Mavuti, 2004; Otiang’a-Owiti and Oswe, 2007). This study aimed at quantifying the impacts of socio-economic factors on eco-hydrological regime of Lake Naivasha Basin using a conceptual framework based on cascade modeling.

5.2 Methods

5.2.1 Study area

The Lake Naivasha basin is situated in the Great Rift-Valley at a latitude of 0° 09’ to 0° 55’S and longitude of 36° 09’ to 36° 24’E. The altitude ranges from 1980 m to about 3990 m above mean sea level (a.m.s.l) on the eastern side of the Aberdare Ranges. The catchment area is approximately 3400 km² (Figure 5-2).

Climatic conditions in the study area are diverse due to considerable differences in altitude and relief. Figure 1-3 summarizes the monthly average precipitation and temperature variations in the Lake Naivasha basin. The daily mean temperature ranges from 8°C to 30°C. The rainfall regime within the basin is influenced by local relief with the catchment being in the rain shadow of the Aberdare ranges to the East and the Mau Escarpment to the West. There are two rainy seasons experienced in this catchment. Long rains occurring in the months of March to May and the short rains experienced between October and November. The Lake Naivasha basin experiences an average annual rainfall of 610 mm, and the wettest slopes of the Aberdare ranges receive as much as 1525 mm. The major soils in the study area are of volcanic origin. The soils found on the mountain and major escarpments of the catchment are developed from olivine basalts and ashes of major older volcanoes.

Lake Naivasha has been subject to wide fluctuations of water levels over time and has almost dried in the past years (Abiya, 1996; Gaudet, 1977a; Verschuren et al., 2000). This natural fluctuation, combined with increasing water demand and land use change have led to occasionally strong decreases of the lake water levels (Becht and Harper, 2002; Olaka et al., 2010; Ondimu and Murase, 2007; Otiang’a-Owiti and Oswe, 2007; Trauth et al., 2010). Low lake levels made the lake ecosystem vulnerable and its fragility is a challenge to conservationists and scientists (Becht et al., 2006; Gherardi et al., 2011; Harper and Mavuti, 2004; Harper et al., 2011). The lake is a
Chapter 5

RAMSAR wetland (Ramsar, 1996) despite supporting important economic activities including fishing, agriculture, power generation, domestic water supply and tourism (Becht et al., 2005).

Moreover, the basin has experienced increasing pressures on its land and water resources due to an increase in population majorly attracted with the rise in the horticultural industry since early 1980s (van Oel et al. 2013). The industry has supported and sustained the economy of the basin through production and export of flowers. The agriculture has encroached on previously communal grazing with significant effect on large herbivore species (Harper and Mavuti, 2004). Consequently conflicts have risen because of misunderstandings of the socio-hydro-ecological system (Becht et al., 2006).

Figure 5-2: Lake Naivasha Basin showing its main rivers and tributaries. The upstream area forms part of the hydrologically active area contributing majority of the flows downstream.
5.2.2 Methods

Land use/cover was extracted from time series satellite imagery using remote sensing techniques, and consequently changes between scenes were identified in a change detection exercise. Correlation analysis was used to explore the relationship between socio-economic drivers and LULC. Path analysis (Shipley, 2000) was used to investigate the cascading impact of changes in LULC on hydrological and ecological responses. To understand the effect of the changes, these analyses were investigated using two cascade models.

The first cascade (Cascade 1) in our basin is that change from the upper catchment propagating through multiple systems, where population pressure changed the LULC, modifying the hydro-ecological system (Figure 5-3). In the downstream area, around Lake Naivasha, another cascade (Cascade 2) prevails that is mostly driven by extensive horticultural production, increase in downstream population on LULC changes and changes in downstream hydrology on biodiversity (Figure 5-4). The associated employment opportunities have induced rapid population growth in and around the town of Naivasha (KNBS 1979; 1989; 1999; 2009). The reason for evaluating two separate cascades is because of differences between the drivers in both parts of the Lake Naivasha basin.

5.2.3 Development of the cascade model

Path analysis (Shipley, 2000) was used to test whether changes in socio-economic stimuli variables significantly affect hydrological behavior downstream. The analysis is a methodological tool that use relationships which are defined a priori and follow a specific causal hypothesis guided by a conceptual framework to estimate the magnitude and strength of effects (Maloney and Weller, 2011). The conceptual framework is normally represented using graphical path diagrams that infer causality as predetermined by a researcher’s knowledge of the system. The requirement of a priori hypothesis in path analysis makes it an appropriate tool to predict important interactions in a system. The paths are then evaluated either by path coefficients or by regression coefficients. Regression coefficients provide information about the functional relationships between pairs of variables, predicting how much the dependent variable changes with a given change in any of the different causal variables (Wootton, 1994). Path coefficients indicate the strengths of association, providing a relative measure of the amount of variance explained by different causal variables, and the sign of the interaction or effect from the causal variable (Grace et al., 2010; Wootton, 1994). The analysis follows a general form of structural equation modeling (SEM) approach expressed as
where \( Y \) is a vector of endogenous observed variables (dependent variables) which could be response or intermediate entity variables, \( X \) is a vector of exogenous observed variables (independent variables with no causal assumptions), \( \beta \) is a coefficient matrix defining relationships among the endogenous variables and \( \Gamma \) is a coefficient matrix defining the relationship of exogenous and endogenous variables and \( \zeta \) is vector of errors for the equation. In this study the cascade models illustrating relationships between stimuli, entities and responses were developed and tested using AMOS™ (Arbuckle, 2006). The estimated path coefficients and regression coefficients were standardized by the ratio of the standard deviations of the independent and dependent variables to allow relative comparison of magnitudes of effects on the different dependent and response variables (Lleras, 2005). Following Kozak et al. (2007) and adopting their notation, a standardized regression model is given by

\[
y = \sum_{i=1}^{k} p_{iy} x_i + \varepsilon \quad \text{for } i = 1, \ldots, k
\]

where \( y \) is the standardized response or dependent variable, \( x_i \) represents the standardized independent variables, \( p_{iy} \) are the partial regression coefficients for the model \( E(y | x_i, \ldots, x_k) \) and \( \varepsilon \) is the residual error term of the model. Interpretation of the path analysis is then based on decomposition of the correlation coefficients between response and independent variables as follows:

\[
r_{yx_i} = p_{iy} + \sum_{j=1}^{k} p_{yj} r_{ij} \quad \text{for } j = 1, \ldots, k \text{ and } j \neq i
\]

where \( r_{yx_i} \) are the correlation coefficient between the \( i^{th} \) independent variable and the response variable \( y \) and \( r_{ij} \) is the correlation coefficient between the \( i^{th} \) and \( j^{th} \) independent variable. Details on the complete formulation and procedure of path analysis have been described in Shipley (2000).

We focused on the interpretation of the standardized partial regression coefficients to quantify the amount of variance in entities/dependent and response variables as depicted over an entire pathway or section explained by the preceding cascade model. Assessment of the cascade model fit was based on Chi-square analysis where \( p \) values > 0.05 indicate no significant difference
between model and the data. Values of $p \sim 1$ are indicative of good model fit (Burcher et al., 2007).

Possible causal paths that linked socio-economic indicators to land use/cover and hydrological indicators were established. Figure 5-3 and Figure 5-4 illustrate the upstream and the downstream cascades respectively. In the upstream parts of the basin (Cascade 1), upstream population was identified as the key socio-economic driver of land use/cover changes. The effect of these LULC changes propagate to direct runoff and sediment yield generation downstream following precipitation events since direct runoff and sediment yield generation are a function of land use/cover. Direct runoff contributes to total runoff which again contributes to lake storage volume downstream. Potential paths that fitted the sample data were then identified. This led to three sub-cascades that fitted the sample data forming the upstream catchment (Cascade 1) and two sub-cascades for the downstream catchment (Cascade 2). The potential paths that fitted the sample data from Cascade (1) were Cascade (1A) describing the effect of upstream population on land use/cover change and the relationship of the direct runoff and precipitation, Cascade (1B) describing the relationship of land use/cover change and direct runoff on sediment deposited into the lake. Cascade (1C) describing the effect of direct runoff on total runoff volume and lake volume changes.

Figure 5-3: Upstream population-land use/cover driven cascade impacting the hydrological system of the basin. Upstream population is the main trigger of land use/cover activities that transform the surface for hydrological changes. Precipitation is the exogenous variable that provides water to
the transformed surface as runoff. Sedimentation and lake storage are the response of the system due to upstream effects. +/- sign indicate direction of change of the variable or effect.

The potential paths that fitted the sample data for the downstream cascades were Cascade (2A), which described the lake as a source of freshwater for irrigation, commercial and domestic consumption and sustains a variety of flora and fauna. The developments associated with the horticultural farms have seen an increase in flower export volumes. This has led to increased downstream population attracted by employment opportunities in the horticultural farms. As a consequence water removal from the lake and its conjunctive aquifer has increased over the last two decades (Becht and Harper, 2002). Cascade (2B) explores the impact of the downstream LULC conversions and hydrological changes (lake levels and precipitation) on the biomass of large herbivorous mammals. The next sections titled “Land use/cover variables”, “image classification and accuracy assessment”, “socio-economic variables and Pearson correlation”, “Assessment of runoff”, “sediment yield” and “Biodiversity in the fringe zone of the lake” describe data and methods used for development of the cascade models.

Figure 5-4: Downstream cascade driven mainly by horticultural sector and population increase impacting the eco-hydrological system of the basin. Lake precipitation is an exogenous variable that contributes to the lake storage changes and ungulate biomass downstream. Lake levels are exogenous variable that influence Ungulate biomass. Lake storage is the response with flower
export volume being the trigger of the system. +/- sign indicate direction of change of the variable or effect

5.2.4 Land Use/Cover variables

Data used for image classification were Landsat MSS of 31st January 1973, Landsat TM 1st January 1986, Landsat TM 2nd February 1987, Landsat TM 17th January 2011, ASTER of 14th March 2011, Worldview 2 of December 2010. A stratified random sample of 302 ground reference points of major LULC spaced at a minimum distance of 1 km were collected using a GPS. Ground photos taken with a handheld camera and aerial photos of August 2010 acquired from Department of Remote Sensing and Resource Survey (DRSRS) of Kenya were also used to support interpretation and extraction of extra ground reference data.

5.2.5 Image classification and accuracy assessment

Unsupervised classification was conducted on all the images using the ISODATA algorithm with an initial set of 50 classes. The 50 unsupervised classes allowed for identification of contiguous homogenous classes. Overlaying ground reference points on the contiguous homogenous classes enabled defining of regions of interest (ROIs) for use in supervised classification. For each ground reference point an ROI where the point falls were extracted. The Jeffries-Matusita (J-M) class separability test was also performed to distinguish different classes based on their spectral profiles (Thomas et al., 1987).

Ground reference points collected during the study (January to March 2012) and aerial photos of August 2010 were used to distinguish classes for supervised classification of the Landsat TM, ASTER and World View 2 images representative of the year 2011. Half of the ROIs extracted (n = 151 ROIs) were then used in training the maximum likelihood classifier to develop 12 main dominant land use/cover classes of Lake Naivasha Basin for the year 2011. For the 1976 Landsat MSS image, ROIs were developed by unsupervised classification using ISODATA algorithm together with vegetation map of 1976 published by the British Ordnance Survey. Forthwith, a maximum likelihood classification was conducted using the ROIs that led to 8 dominant land use/cover classes of the Lake Naivasha Basin representative for the year 1973.

The other half of the reference data (n = 151) were used to conduct the accuracy assessment of the classified image of 2011. The true map accuracy for 1973 could not be easily established due to a lack of field observations at that time, but a 1976 vegetation map published by the British Ordnance Survey was considered a reasonably accurate rendition of map accuracy because it was
prepared from ground observations and aerial photographic interpretation. There being no ground truth data to match with the 1986 images, the LULC map of 1986 was produced using unsupervised classification in combination with known land use/cover spectral signatures derived from the 2011 LULC map.

5.2.6 Socio Economic variables and Pearson correlation

Socio-economic variables of the basin used in this study were obtained from various government agencies in Kenya. Decadal census population data from 1969 to 2009 was provided by the Kenya National Bureau of Statistics (KNBS). Annual flower export volume from 1994 to 2010 was provided by the Kenya Horticultural Crops Development Authority (KHCDA).

Pearson correlation was used to describe the relationship between socio-economic variables and LULC. In the upstream part only population data was available for inclusion in cascade model 1. In the downstream cascade, the extent of irrigated and horticultural areas, population size and flower export volumes were identified as the main drivers for inclusion in the cascade model. Single LULC change dynamic degree (Equation 5-4) was employed to quantify the rate of LULC change between two periods. This provided estimates of annual LULC for years that had no representative LULC maps.

\[
K_i = \left( \frac{LU_{bi} - LU_{ai}}{LU_{ai}} \right) \times \frac{1}{T} \times 100\% \tag{5-5}
\]

where \(K\) is the annual rate of change of a specific LULC type \(i\), in a fixed time period. \(LU_{ai}\) and \(LU_{bi}\) is the area of the LULC type \(i\) at the beginning and the end of the time period, respectively; and \(T\) is the time period.

5.2.7 Assessment of runoff

To evaluate the impact of changes in surface conditions on the runoff of Lake Naivasha basin, runoff coefficient (Equation 5-6) was calculated to assess the evolution of surface conditions. The Soil Conservation Service Curve Number (SCS-CN) method (SCS, 1985) was used to estimate direct runoff volumes for given rainfall events (Equation 5-7).

\[
C = \frac{Q}{P} \tag{5-8}
\]
where \( C \) is the annual runoff coefficient, \( Q \) is the total runoff volume (mm), and \( P \) is the total annual precipitation (mm) received in the upper basin.

\[
Q_d = \frac{(P_d-I_a)^2}{(P_d-I_a)+S}
\]  
(5-9)

Where \( Q_d \) is the direct runoff (mm) following a precipitation event, \( P_d \) is the daily precipitation (mm), \( S \) is the potential maximum retention after the start of runoff generation (mm) which is estimated as function of curve number as follows,

\[
S = \frac{25400}{CN} - 254
\]  
(5-10)

where \( CN \) is the area weighted basin curve number obtained by aggregating the individual curve number of each individual land use/cover obtained from look-up table following procedures described in SCS (1985), \( I_a \) is the initial abstraction of all losses before runoff generation and includes water retained in surface depressions, evaporation, infiltration and that which is intercepted by vegetation. Through experimental studies \( I_a \) (SCS, 1985) is approximated as

\[
I_a = 0.2S
\]  
(5-11)

A low \( CN \) value is suggestive of low direct runoff generation from the basin while a higher \( CN \) would suggest the opposite assuming that other determinant parameters of flow remain the same. Runoff and precipitation data were obtained from the Water Resources Management Authority (WRMA) of the Government of Kenya. Runoff data from 1960 to 2010 of the three outlet stations discharging into the Lake and seven precipitation stations within the upper basin were used for this analysis.

5.2.8 Sediment yield

In this study it was postulated that the sedimentation rate of the lake is influenced by the upstream LULC changes. Data of lake sedimentation rate from Stoof-Leichsenring et al. (2011) was used as response proxy indicator of water quality downstream arising from LULC changes upstream. Rate of change for years with no sedimentation rate were estimated using a similar approach as Equation (5-12) with sediment for known years as input.
5.2.9 Biodiversity in the fringe zone of the lake

Downstream LULC and hydrological regimes can impact on biomass density of large herbivore mammals. The trend in large herbivore mammal’s population was obtained from biennial (April and October) wildlife census conducted by Nakuru Wildlife Conservancy (NWC) from 1999 to 2010.

The data was collected using a total count of large mammal species on all ranches between Lake Naivasha and Lake Nakuru. We selected data for the 12 most common large herbivore species on 16 ranches that are immediately adjacent to Lake Naivasha (Table 5-1). During the census, the ranches were divided into fixed counting blocks in each ranch divided by physical barriers such as hills, escarpments and the lake. Each block was assigned a counting team consisting of experienced Kenya Wildlife Service scientists, ranch staff and trained volunteer scouts. Counting was carried out between 0600 to 1000 hr when most of species are active. This was done using vehicles or walking in some inaccessible sections. Detailed information on the survey method is outlined in Ogutu et al. (2012).

Table 5-1: Detail on the surveyed mammal species and the ranches/blocks

<table>
<thead>
<tr>
<th>Ranches/Sampling Blocks</th>
<th>Mammal species</th>
<th>Area (Acres)</th>
<th>Common name</th>
<th>Scientific name</th>
<th>Unit weight (Kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crater Lake/Indu/Lentolia</td>
<td>Common Zebra Thomson</td>
<td>1000</td>
<td>Common</td>
<td>Equus burchelli</td>
<td>200</td>
</tr>
<tr>
<td>Mundui</td>
<td>Gazelle</td>
<td>1145</td>
<td>Gazella thomsoni</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Hippo Point/Nderit</td>
<td>Impala</td>
<td>500</td>
<td>Aepyceros melampus</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>OLERAI</td>
<td>Eland</td>
<td>500</td>
<td>Taurotragus oryx</td>
<td>340</td>
<td></td>
</tr>
<tr>
<td>Oserian Wildlife Sanctuary</td>
<td>Buffalo</td>
<td>18000</td>
<td>Syncerus caffer</td>
<td>450</td>
<td></td>
</tr>
<tr>
<td>Oserian Game Corridor</td>
<td>Grants Gazelle</td>
<td>3000</td>
<td>Gazella granti</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>Crescent Island</td>
<td>Kongoni</td>
<td>190</td>
<td>Alcelaphus lichtensteinii</td>
<td>125</td>
<td></td>
</tr>
<tr>
<td>Bushy-Island/Flay/Yatch-Club/D’Olier/Higgins/Sanctuary</td>
<td>Waterbuck</td>
<td>100</td>
<td>Kobus ellipsiprymnus</td>
<td>160</td>
<td></td>
</tr>
<tr>
<td>Marula</td>
<td>Wildebeast</td>
<td>25000</td>
<td>Connochaetes taurinus</td>
<td>123</td>
<td></td>
</tr>
<tr>
<td>KARI &amp; Ol Magogo</td>
<td>warthog</td>
<td>9000</td>
<td>Phacochoerus africanus</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>Loldia</td>
<td>Giraffe</td>
<td>6000</td>
<td>Giraffa camelopardalis</td>
<td>1402</td>
<td></td>
</tr>
</tbody>
</table>
5.3 Results

5.3.1 Socio-economic drivers

Pearson correlation analysis (Table 5-2) of the upstream sections of the basin identified population as having negative correlation with forest cover, bushland and shrubland and a positive correlation with farmland, woodland, grassland and built-up.

<table>
<thead>
<tr>
<th>Population</th>
<th>Forest</th>
<th>Bushland</th>
<th>Farmland</th>
<th>Woodland</th>
<th>Grassland</th>
<th>Shrubland</th>
<th>Built-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.43</td>
<td>-0.85</td>
<td>0.8</td>
<td>0.97</td>
<td>0.94</td>
<td>-0.03</td>
<td>0.96</td>
</tr>
</tbody>
</table>

In the downstream parts of the basin, Pearson correlation analysis (Table 5-3) of socio-economic variables identified downstream population, flower export volumes and irrigation land to be positively and strongly correlated.

<table>
<thead>
<tr>
<th>Irrigation</th>
<th>Horticulture</th>
<th>Population</th>
<th>Flower export volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Irrigation</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Horticulture</td>
<td>0.77</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
5.3.2 Cascade models

All the cascade models had chi-square $p$-values greater than 0.5 (Table 5-4) suggesting that the model outputs matched those of the sample data. Cascade (1A) indicated that 63% of upstream land use/cover changes could be explained by population growth. This explained only 40% of the observed variance in changes of land use/cover suggesting that other exogenous variables accounted for 60% of the variance. Land use/cover changes had direct effect of 36% on direct runoff generation, while upstream precipitation had 95% effect on direct runoff. The combined influence of upstream population, land use/cover changes and precipitation explained 95% of the variance in direct runoff generated from the basin (Figure 5-5).

Table 5-4: Chi-square measures of model fit for the significant cascades

<table>
<thead>
<tr>
<th>Model</th>
<th>X2</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Upstream Cascade (1)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.022</td>
<td>2</td>
<td>0.989</td>
</tr>
<tr>
<td>B</td>
<td>0.071</td>
<td>1</td>
<td>0.790</td>
</tr>
<tr>
<td>C</td>
<td>0.233</td>
<td>1</td>
<td>0.629</td>
</tr>
<tr>
<td><strong>Downstream Cascade (2)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>4.632</td>
<td>6</td>
<td>0.592</td>
</tr>
<tr>
<td>B</td>
<td>7.159</td>
<td>3</td>
<td>0.067</td>
</tr>
</tbody>
</table>
Figure 5-5: Upstream path diagram quantifying the cascade effects of upstream population on hydrological variables. Numbers along the arrows are standardized path correlation coefficients and represent the direct bivariate effect of the two linked variables. Bold and italicized numbers on the edges of effect and response variables represent the multiple correlation coefficients that describe the multivariate strength of the preceding model. Bounding boxes labeled 1A-1C are the significant cascade models.

The second sub-cascade (1B) had precipitation being the main impulse triggering runoff generation. Land use/cover changes had a direct effect of 58% on sediment yield while direct runoff had a negative influence on sediment yield. The overall influence of both could only explain 30% of sediment yield deposited to the lake.

Sub-cascade model three (1C), showed direct runoff as the main trigger contributing to total runoff volume generated in the upstream parts and contributing to lake volume storage downstream. 57% of variation in lake volume storage changes could be explained by direct effects contribution of upstream total runoff (76%) and direct runoff (92%).
The downstream sub-cascade model (2A) majorly driven by the horticultural sector explained 71% of the variation in water abstracted, with flower export contributing 58% as direct effect to the overall water abstraction volumes (Figure 5-6). Water abstraction had a negative direct effect of 15% on lake storage changes. Overall influence of the triggers and effects of this cascade explained 34% of the lake storage changes with precipitation falling over the lake contributing 59% to the changes.

Figure 5-6: Downstream horticultural/irrigation driven cascade impacting the lake storage change. The horticultural and irrigation commercial agriculture activities are the main triggers of hydrological changes. Numbers along the arrows are standardized path correlation coefficients and represent the direct bivariate effect of the two linked variables. Bold and italicized numbers on the edges of effect and response variables represent the multiple correlation coefficients that describe the multivariate strength of the preceding model. Bounding boxes labeled 2A-2B are the significant cascade models.

Cascade (2B), showed that the downstream population had a strong significant positive effect (99%) on downstream LULC changes (Figure 5-6). The total herbivore biomass density on the fringe zone had almost tripled over the study period (Figure 5-7). This was related to a 93% positive direct effect of downstream LULC changes. Lake levels had a 4% direct effect on ungulate biomass production while precipitation over the lake had a 4% negative direct effect. The four variables in this cascade explained 78% multivariate effect of total ungulate density.
5.3.3 Hydrological effects

The results of basin runoff generation indicate that the runoff conditions have undulated over time with minima and maxima runoff coefficient cycles occurring between 2 to 4 years (Figure 5-8). Increased total runoff flows were observed during the period of 1986-2010 suggesting that surface changes due to LULC changes are responsible for the changed hydrological regime. The runoff coefficient for the period of 1961-1985 significantly \((p<0.05)\) differs from the one of the period 1986-2010. Over the entire period precipitation has remained fairly unchanged with a monthly average reduction of 5\% (Figure 5-9) while total runoff volume has significantly \((p<0.05)\) increased by 32\% (Figure 5-10). Direct runoff generation estimated using SCS-CN method remained fairly unchanged over the two periods even though the basin curve number showed an increase from 55 to 61 for 1973 and 2010 respectively.
Figure 5-8: Evolution of annual runoff coefficient for Lake Naivasha Basin between 1960 and 2010
Figure 5-9: Variation of monthly precipitation (left) and direct runoff (right) generation from upstream of Lake Naivasha Basin
Figure 5-10: Monthly total runoff (left) and lake level change (right) for periods 1 (1960-1985) and 2 (1985-2010) for Lake Naivasha Basin
Although total runoff volumes into the lake between the two periods of change have been distinct, the lake storage changes have been marginally lower (Figure 5-10).

5.4 Discussion

5.4.1 Hydrological effects

Cascade models indicate that the rural population in the upstream part of the Lake Naivasha Basin determined much of the land use/cover changes impacting on the hydrology, whereas the cut-flower production and downstream population are identified as the main drivers influencing the hydro-ecological system in the lower basin. The total runoff volumes from the upstream part of the basin explain the variation of the lake volume rather than water abstractions from the lake and its conjunctive aquifer.

Our findings show that upstream land use/cover changes exacerbated by population increase over the last 25 years have increased total runoff generation even though precipitation has not changed over the same period. Runoff analysis in this study confirmed these observations since monthly total runoff volumes increased significantly \( p<0.01 \) by up to 32% even though the precipitation amount between the two periods remained significantly unchanged. The downstream effect of these upstream changes has seen a positive response in the lake storage change over the same period. The lake storage changes have been lower on average than was in the period 1961-1985.

Considering that precipitation conditions in the basin have remained constant over the last four decades, intuitively, this would suggest that precipitation being an external climatic forcing was unlikely to be the cause of the observed changes in total runoff in the last 25 years. However, this could be explained by changes in land use/cover exacerbated by upstream human population increase. Our land use and land cover classification results for the upstream part of the basin (Figure 5-11) suggest that the decline in forest (-5.4 %) and bush land (-26.4 %) between the period 1973 and 2011, have been at the expense of substantial increases in grassland (20.3 %) and farm lands (5%). The grasslands may be transitional lands that might have been previously under cultivation. The grassland and farm lands typically have low leaf area that intercepts less rainfall, shallow rooting depths and even higher surface albedo compared to forests and bush land (Costa et al., 2003; Costa and Foley, 1997; Zhang et al., 2001). Moreover, pastoralism is an activity that prevails in this part of the basin with livestock overgrazing having left the surfaced
exposed. Considering that the precipitation changes are insignificant, the above LULC change may have caused a reduction in the evapotranspiration (ET) and infiltration rates and subsequent increment in discharge in this part of the basin. The LULC changes may have caused the observed significant changes in runoff coefficients and land cover curve numbers between the periods 1961-1985 and 1986-2010 that resulted to the increased runoff.

Figure 5-11: Temporal changes of land use and land cover in upstream parts of the Lake Naivasha Basin

Observable impacts of land use/cover changes on basin hydrology at larger catchment scales (>100km²) have been relatively few (e.g. Costa et al., 2003; Siriwardena et al., 2006; Zhang and Schilling, 2006). This is particularly because as the scale of the basin increases so have been the
increased mixed effects of climatology and land cover changes at these scales making it difficult to
discriminate the influence of land use/cover changes from that of climate (van Dijk et al., 2012).
For the case of Lake Naivasha basin which has a hydrological active contributing area of
approximately 1800 km$^2$, our findings agree with those from large-scale studies (Cognard-Plancq
et al., 2001; Costa et al., 2003; Gentry and Lopez-Parodi, 1980; Siriwardena et al., 2006; Zhang
and Schilling, 2006) and from small-scale deforestation experiments (Bruijnzeel, 1990; Sahin and
Hall, 1996). Much of the changes in those catchments were due to large scale land use and land
cover changes despite experiencing insignificant changes in precipitation. Most previous studies
including those of the Murray-Darling basin in South Eastern Australia, however, have observed
decline in flows attributed to decreased rainfall, increased temperatures, increased
evapotranspiration and increased water abstractions (Potter et al., 2010; van Dijk et al., 2007).
Other research findings (Bruijnzeel, 1990; Wilk et al., 2001) from large scale basins that have
experienced deforestation disagrees with results observed at small-scale deforestation
experiments. This has been attributed to simultaneous regrowth of land cover in some parts of the
basin while other parts are being deforested or cleared proportionally such that changes in runoff
volumes cannot be observed.

The consequence of the increased runoff volumes from the upper catchment of Lake Naivasha
causd deep channelization at the lower reaches of River Malewa that hindered the dendritic re-
distribution of water on the former aquatic North swamp, leading to its eventual drying (Harper
and Mavuti, 2004). The impact of drying of the swamp was that the lake water quality was
compromised due an excess of sediment and nutrients transported by upstream runoff. Before the
drying of the swamp, the swamp acted as filter that improved the water quality of the lake by
trapping sediments and nutrients (Gaudet, 1977b; Kitaka et al., 2002). The cascade model in this
study explained 30% of the variation in sediment yield from the upper basin. Most important was
the impact of upstream land use/cover changes which contributed 57% of the total variation in
sediment yield.

**5.4.2 Biodiversity effects: total biomass density of large herbivores mammals**
The downstream LULC explained the highest variation on herbivore biomass density on ranches
adjacent to Lake Naivasha. The observed LULC on formerly communal grazing lands surrounding
Lake Naivasha resulted to loss of habitats and grazing land eventually leading to aggregation of
high ungulate biomass along a riparian zone. The LULC progressively converted the riparian zone
into a high ungulate biomass island. This contrast with earlier studies that observed that increased
LULC caused a decline in herbivore biomass density (Mundia and Murayama, 2009; Western et al.,
2009). However our results concur with (Harper and Mavuti, 2004), who observed that the 
ungulates biomass especially the buffaloes in the riparian zone had tripled compared to mid-1990’s. 
This increase was attributed to land cover conversions especially in the deforestation of Eburru 
forest, to the west of the Lake. The increased ungulates density can induce continuous intense 
grazing that can alter plant composition and productivity (Morrison and Harper, 2009; Muthoni et 
al., 2014).

Moreover the low variance explained by the annual precipitation on the herbivores biomass 
contradicts earlier observations that ungulates density is dependent on annual precipitation (Coe 
et al., 1976; East, 1984; Georgiadis et al., 2003; Ogutu and Owen-Smith, 2003). The changes in 
lake levels was also expected to have significant impact on ungulate biomass since decline in 
levels increase the area of the highly productive riparian grazing land. However these riparian 
grasslands experience frequent and prolonged flooding even in the dry seasons in response to 
upstream precipitation regime. However prolonged flooding especially during the dry seasons 
reduces grazing area during the scarcity when it is supposed to subsidize the forage. Prolonged 
flooding due to increased lake levels has been observed to reduce herbivores population in the 
nearby Lake Nakuru as it reduces the foraging area (Ogutu et al., 2012). Since the lake levels are 
largely dependent on streamflow from upper catchment (see discussion section “Hydrological 
effects”), the results therefore highlight the impact of the upper catchment rainfall on the 
ecological integrity of downstream ecosystem.

Overall, our cascade modeling approach offered insight on the contribution of socio-economic 
factors on the eco-hydrological regime of the Lake Naivasha Basin. Thus, our method could 
potentially be used to show the influence of eco-hydrological variables on socio-economic 
developments.

5.5 Conclusions

This study shows that, in cases where observed socio-economic developments are substantial, the 
use of a statistical cascade-modeling approach, coupling socio-economic factors to eco-
hydrological processes can greatly improve our understanding of the eco-hydrological system. 
Lake Naivasha basin has experienced substantial land use and land cover (LULC) transformations 
predominantly caused by socio-economic drivers. Accounting for the implications of socio-
economic drivers of LULC is vital to the understanding of hydrological and ecological functioning of 
a river basin. This study investigated the cascading impacts of socio-economic drivers of LULC
changes on the hydro-ecological regime of Lake Naivasha basin. The findings show that socio-economic factors have exacerbated LULC transformations leading to increased flow regimes over the last 25 years. The upstream cascade model revealed that population has contributed about 63% to the land use/cover transformations in that part of the basin. Water abstractions from the lake and its conjunctive aquifer influenced the lake storage changes less than the contribution from upstream runoff volume. Upstream runoff volumes directly affected the lake storage change by up to 76% whereas water abstractions had 10% negative effect. The lower cascade further showed that downstream population and the flower export volume accounted for 71% of water abstraction. The downstream LULC conversions explained the large aggregation of high biomass density of large herbivore mammal species.
Chapter 6

6 Synthesis
6.1 Synthesis

The aim of this thesis was to quantify the impacts of climate and land use on the hydrological response of Lake Naivasha Basin and identify factors that determine the responses prevailing at different observable scales. Trends in the water balance components, evapotranspiration and its climatic controls were investigated and a modelling framework integrating socio-economic factors of land use change to basin wide eco-hydrological processes were presented.

A major concern in environmental change studies is that ecosystems presumably move from stationary behaviour to unpredictable, nonstationary states. Analysis of past hydrological records may provide insights whether such changes are indeed happening since hydrological records carry signals of climate and land use change (Renner, 2013). In this work, it was found (Chapter 2) that over the past 50 years studied, observed changes in stream flows and lake volumes were unlikely to be attributed to climatic influences but anthropogenic factors such dam constructions, abstractions and changes in surface conditions (land use and soil surface). The precipitation over the basin remained fairly unchanged with no observed significant changes in the basin. The water balance from measured annual total precipitation and inflow into the lake could not explain the significant decline in lake volumes. However, reconstructed lake volumes indicated an insignificant lake decline with the lake volumes expected to be at least 50% higher than has been (Figure 2-4). These observed differences between reconstructed and observed lake volumes were attributed to uncertainties in measurements and ground water seepages combined with lake abstractions. Overall, the findings showed that there was no evidence of climate change impact on the hydrological regime of Lake Naivasha, and that human induced factors outweighed those of climate change in determining the hydrological regime of Lake Naivasha basin between 1960 and 2010. However, a rapid rise in lake levels, equivalent to those last experienced in early 1980’s, was observed in the period between 2010 and 2015 (Figure 1-4). Therefore, lake volume trends shown in Figure 2-4 are likely to change from negative to positive suggesting that much of the observed trend before 2010 could be realizations of a wider window in which observations occur (Koutsoyiannis, 2006). This simply indicates that one has to be extremely cautious in studying such systems showing very low frequencies with wavelength of decades; pointing concern of statistical meaninglessness when discussing poorly understood systems (Cohn and Lins, 2005; von Storch and Zwiers, 1999).

To understand such a system, this study developed a framework that demonstrated how socio-economic factors influence eco-hydrological processes in Lake Naivasha Basin (Chapter 5). Socio-economic developments are key drivers of land use change triggering changes of the eco-
hydrological regime of basins. Identifying mechanisms that initiate such changes, and how those mechanisms interact to influence the ecosystem, improves systems understanding since they mirror theories of causation (Burcher et al., 2007). Since different socio-economic factors and eco-hydrological processes prevail at both the upper and lower parts of the catchment, the framework used hypothesized cascades which were defined a priori and follow specific causal hypothesis to estimate the magnitude and strength of effects. This was a first step in developing clear and logical theories about processes influencing eco-hydrological responses in the Lake Naivasha system. The findings showed that population increase contributed substantially (~60%) to land use changes in the upper parts of the catchment. The consequence of these changes was higher monthly total stream flows between 1986 and 2010 than during the period 1960 and 1985 even though precipitation did not change significantly between the two periods. The stream flows explained at least 70% of the lake storage changes with abstractions only accounting for about 10%. The cascade model could not account for the remaining 20% and this could be attributed to groundwater outflow from the lake system which remains largely unknown and an uncertain term (Chapter 2). Lower catchment population and cut-flower exports explained at least 70% of total water abstractions. One possible explanation presented for the increased monthly stream flows between the two periods, was the substantial increases in grassland and cultivated lands at the expense of forest and bush lands. These conversions of forest and bush lands; which have high leaf area, compared to grasslands and cultivated lands which have low leaf area, combined with their shallow roots have been known to intercept less rainfall (Costa et al., 2003; Costa and Foley, 1997; Zhang et al., 2001). With increased human population and activities such as livestock grazing within the hydrologically active parts of the basin, the land surface is also likely to be more compacted and subsequently leading to a reduction of the soil hydraulic conductivity. The cumulative hydrologic effect of these activities is that more rainfall is partitioned into surface runoff with little infiltrating into the ground. Extensive land use conversions such as overgrazing in the sub-tropics and deforestation of rain forests have been known to express their effect on climate through the light-reflecting capacity of the surface (i.e. albedo) (Loarie et al., 2011).

Besides expected reduced leaf area index (LAI) land use conversions from forest to grasslands and cultivated lands would result in increased surface albedo and land surface temperature. These are key surface variables that determine the amount of net radiation available for energy partitioning into latent and sensible heat fluxes. Therefore, the hydrologic consequence of increased surface albedo and land surface temperature as a result of such land use conversions would lead to reduced net radiation and subsequently reduced evapotranspiration (Chapter 3). Increased amount of clouds and aerosols in the atmosphere have also been known to cause reduction of incoming radiation and eventually reduced evapotranspiration. Analysis of the Modern ERA-
Retrospective Analysis for Research and Applications (MERRA-2 Model) dataset suggests that both cloud fraction and aerosol scattering over Lake Naivasha basin has been on the increase over the period 2000 to 2015 (Figure 6-1). Moisture availability through precipitation on the other hand also plays a crucial role in determining the amount of evapotranspiration taking place (Figure 3-11). It was evident that evapotranspiration trend was matched by precipitation, discharge and lake level trends.

In Chapter 3 spatial and temporal patterns of evapotranspiration were investigated for the period 2003-2012 using the Surface Energy Balance System (SEBS) with input data from Moderate-resolution Imaging Spectroradiometer (MODIS) and European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Re-Analysis (ERA-Interim). These input data were used to compensate for lack of measurements in the basin and together with SEBS model simulations, were validated against 2-year flux measurements from an automatic weather station located at a single site within the basin (Chapter 4).

![Figure 6-1: Total cloud fraction and aerosol scattering index over Lake Naivasha basin between 1980 and 2016. The two high peaks in 1982 and 1991 of the aerosol scattering index are an influence of the volcanic eruptions of El Chichón and Mt. Pinatubo respectively which released](image-url)
volumes of volcanic dust into the atmosphere that circled the globe weeks after the eruption took place.

Land use and land cover over the 10 years was obtained from MODIS MOD12Q1 product. The findings showed that in the 10 years studied, annual evapotranspiration in the basin had been on the decline. This decline was due to interannual precipitation decline in combination with reduced net radiation over the period studied but also increased vapor pressure and reduced difference between air and surface temperature were observed. Overall, these factors accounted for at least 90% of the observed decline in the evapotranspiration. Moreover, evapotranspiration accounted for between 55% to 86% of the annual precipitation in the basin with grasslands, woody savanna and cropland/vegetation mosaic being the dominant land use/covers contributing up to ~80% of the total ET.

Evaporative demand as measured directly by the pan evaporation however, showed a declining trend (Figure 2-2) over the period 1960 to 2010 which was similar to other observations reported in many parts of the world including the USA (Hobbins et al., 2004), Australia (Roderick and Farquhar, 2004), the Tibetan Plateau (Zhang et al., 2007), India (Jaswal et al., 2008) and South Africa (Hoffman et al., 2011). These declines have been attributed primarily to declines in radiation (i.e. dimming) associated with increased aerosols and/or clouds and also due to a decline in wind speed (Roderick et al., 2009). Understanding the key factors determining the evaporative demand and associated hydrological processes is crucial because the rate and direction of change of terrestrial water and energy balance has significant consequences for the growth and survival of plants (Hoffman et al., 2011). However, the effect of declining pan evaporation on vegetation especially in water limited environments such as the Lake Naivasha basin where changing evaporative demand and moisture supply through precipitation have a strong influence on terrestrial water balance is not straightforward. This is because increasing air and land surface temperatures on the one hand is expected to accelerate evaporation and the effect of declining wind speed and evaporation on the other hand will lessen the effect of increasing temperatures on soil and plant water balance. Over the period between 1980 to 2010, wind speed over Lake Naivasha basin as analysed from MERRA-2 model suggest a continuous decline at the rate ~1% per year (Figure 6-2). This observation is similar to those reported in South Africa (Hoffman et al., 2011), Canada (Burn and Hesch, 2007) and Australia (Roderick and Farquhar, 2004) attributing decline in evaporative demand to reduced wind speeds over the regions. Although Brutsaert (2006) argued that suppression of pan evaporation was indicative of increasing actual evapotranspiration, it is unlikely that this would be the case for the decline in pan evaporation for Lake Naivasha basin. This is because increased moisture supply through precipitation would be required for evidence of increased actual evapotranspiration in the study area. Apparently,
moisture supply through precipitation in the study area has not changed significantly over the studied period.

Figure 6-2: Overall trend in the % deviation of wind speed over Lake Naivasha basin from 1980 to 2015 (relative to the mean value for the period 1980–2015)

The measurements that were used to validate the SEBS model and ECMWF data in chapter 3 were used to investigate the energy partition and its biophysical controls at a heterogeneous landscape site in the basin. The findings are presented and discussed in chapter 4. It was concluded that, variability in evapotranspiration was largely controlled by the changes in seasonal precipitation unlike in humid environments where evapotranspiration is usually controlled by changes in potential evapotranspiration. During periods of limiting moisture, evapotranspiration was observed to be strongly coupled to the atmosphere with surface conductance and vapor pressure deficit being the dominant controlling factors. The converse was true during periods of non-limiting moisture with the vegetation decoupling from the atmosphere and radiation becoming the dominant control of evapotranspiration. Unlike the lower semi-arid part of the catchment where the measurements were conducted, the upstream part of the catchment is wet and humid. It is expected that much of the vegetation there will likely be coupled to the atmosphere with surface
conductance and vapor pressure deficit being the dominant controlling factors. This finding provides insights on changes that maybe expected for such an ecosystem in this region of Africa under climatic changes of increased precipitation. With projections of climate change predicting increased precipitation over East Africa, the energy flux partitioning is likely to be controlled more by net radiation. In the case of enhanced drought over the region as predicted in other studies (e.g. Williams and Funk, 2011), the energy flux partitioning in the ecosystem is likely to be coupled to the atmosphere.

Effects of climate change projections have had important influence on policy, governance and social preparedness (Hoffman et al., 2011). Therefore, the implications of the drivers of energy partitioning and evaporation on the water balance and vegetation responses is that there is need to adjust the climate projections for vegetation response in this region and other regions experiencing similar eco-hydrological processes to accommodate the possibility of evaporative demand declining and trends in vegetation dynamics coupling with the changing climatic regimes. Also, declining evaporative demand as inferred from the pan data would suggest that more water has probably become available for infiltration and runoff over the period covering 1960 to 2010.

The period between 2000 and 2010, however, observed an increase in pan evaporation. This was indicative of increased lake evaporation which when combined with lake abstraction and the sustained precipitation decline between years 2003 and 2005 and years 2006-2009 (Figure 3-11), led to the decline in lake levels that was observed in that period. Terrestrial evapotranspiration matched the sustained decline in precipitation over the same period while the changes in land cover over the period had little effect on decline of evapotranspiration. This suggested that climatic influence outweighed land cover changes in controlling the hydrological processes of the basin within the decadal scale. The probable reason for this is the time scale and spatial scale at which the changes in hydrological events occur and are analyzed. For example, interannual fluctuations of precipitation are more important in determining the year to year lake level changes of Lake Naivasha. These interannual fluctuations are usually within the natural variability which may not prevail over longer time scales. Over longer windows of observations, patterns of hydrological changes may begin to emerge that were otherwise not possible to detect at shorter windows of observations. For the case of Lake Naivasha basin changes in land use were discernible in the longer time scales (~50 year) (Chapter 2 and 5) while climate had stronger influence in the shorter time scales (~10 years) (Chapter 3 and 4). Moreover sustained drier conditions of ~4 years and consistent abstraction is enough to significantly reduce the lake levels. The converse is also true. This was the scenario towards the low lake levels experienced towards 2009 (sustained dry conditions) and lake level increase after 2009 (sustained wet conditions). Therefore, the large
fluctuations of lake levels are predominantly driven by the prevailing long-term dry and wet conditions, and less by land use changes whose effects are nonetheless observable at the longer time scale. This complicates the detection of hydrological changes due to land use in the shorter time scales because their effect maybe part of the inherent natural variability.

6.2 Recommendations

This research presented different approaches quantifying the impacts of climate and land use on the hydrological response of Lake Naivasha Basin and identified the controlling factors prevailing at different observable scales. The study provided the first long-term comprehensive analysis of hydrological trends (~50 years) and first long-term flux measurements (3 years) that are important for modellers in advancing future understanding and assessment of land surface interactions. However, logistical and financial constraints limited the extension of parts of the study. The following section discusses some of the limitations and proposes recommendations for future work.

The study investigated the long-term trends of annual and seasonal averages of water balance components (Chapter 2). The study did not investigate presence of temporal shifts in onset, length and cessation dates of rainfall distribution. There is need to investigate the presence of temporal shifts, onset, cessation and length of growing season in the basin. This is especially relevant in understanding whether there are seasonal climatic shifts in rainfall patterns that could potentially affect agricultural productivity in the basin that is rainfall depended.

In Chapter 4 it was observed that, during the wet season, evapotranspiration was majorly controlled by net radiation, while during the dry season it was strongly coupled to the atmosphere with vapor pressure deficit and surface conductance controlling the evapotranspiration process. This conclusion was arrived at after three years of flux measurements at a single heterogeneous site. However, it is inconclusive whether this behaviour is representative for the whole catchment or only applicable for the semi-arid part of the basin. Also, the energy balance closure of the site was ~66% suggesting that there are uncertainties prevalent in the flux measurements at the site.

Increased ground flux measurements at different heterogeneous and homogenous land use/cover types are recommended to further validate the cyclic pattern of biophysical control of evapotranspiration observed in Chapter 4. These measurements would also go a long way in understanding the energy balance closure problem at different land use/cover types in the Lake Naivasha basin. Moreover such measurements are also essential in validating remotely sensed and
re-analysis data necessary for upscaling spatial estimates of energy balance components. Specifically, this would improve the assessment of evapotranspiration estimates from SEBS model (Chapter 3) that can then be assimilated in hydrological models. Also increased flux measurements could potentially be used to study eco-hydrological changes that maybe expected under climatic changes of increased precipitation or enhanced drought in parts of Africa with similar ecosystem to Lake Naivasha basin. Under increased projected future precipitation over East Africa (Boko et al., 2007), the energy flux partitioning is likely to be principally enhanced by $R_n$. In the event of enhanced drought conditions (Williams and Funk, 2011), the energy flux partitioning in the ecosystem is likely to be coupled to the atmosphere. Isotopic flux partition is also recommended as potential research niche to determine the amount of transpiration flux, $F_T \, [g \, m^{-2} \, s^{-1}]$, in the bulk evapotranspiration flux, $F_{ET} \, [g \, m^{-2} \, s^{-1}]$. Such methods are able to identify stomatal control of transpiration over the course of the diurnal cycle and also during critical wilting point of plants (Good et al., 2014).

Results at the heterogeneous site (Chapter 4) showed that use of $LE = (R_n - G_o)/(1 + \beta)$ yielded higher evapotranspiration rates than would be expected for such an ecosystem. Instead, using $LE = H/\beta$, the estimates of evapotranspiration were reasonably close to what would be expected for such an ecosystem. This raises a critical concern on the validity and choice of formulation that is realistic in spite of the fact that they are mathematically identical by derivation. A probable cause of the difference in results was discussed as over and underestimation of measured fluxes at mismatched footprints within the heterogeneous landscape. Further investigation on this mismatch is recommended for future research.

The results also suggested potential of deep layer water abstraction by plants. Therefore, isotopic flux partitioning in combination with ground water monitoring, measurements of interception losses and throughfall are a necessary future undertaking towards advancing the understanding of the eco-hydrological processes in the basin would be realized.

Integrated water resources management at the catchment scale is known to struggle with implementation (Cook and Spray, 2012). However, technological advances in remote sensing and geographical information systems coupled with integrated assessment modelling are making progress towards closing this gap (McDonnell, 2008). Chapter 5 of this thesis provided a conceptual framework towards such a systems understanding relevant for use in an integrated catchment assessment. Therefore, there is need to promote the use and further improvement of such integrated tools for logical and systems analysis to support catchment managers in dealing with complexities of natural ecosystems with substantial human developments especially in Sub-
There is also need for improvement of the conceptual models by including feedback mechanisms. The cascade approach used in this study was certainly not the best method to apply for the multi-disciplinary integrated assessment of socio-economic impacts on eco-hydrological processes that involve feedback mechanisms; however it was better for the data scarce situation of Lake Naivasha basin. Other alternatives to cascade modelling such as process-based models (e.g. agent-based modelling (ABM) or system-dynamics (SD)) that account for relevant feedback mechanisms, explore impacts of future scenarios or compare effects of alternative measures are recommended for future applications as relevant data become available since these alternatives are data intensive and much complex compared to path analysis.
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8 Summary

Recent theoretical advances recognize the importance of stochastic processes and probabilistic representations that couple vegetation, climate and hydrology (Jackson et al., 2009). Vegetation exerts strong controls over key hydrologic variables and therefore changes in land cover affect the water balance, quantity and quality of water resources. As a consequence, growing human population exacerbates changes in land cover and land use leading to increased pressure on water resources and hydrologic regulation.

It is important to understand the hydrological processes occurring at a catchment scale and the controlling factors within the catchment. Understanding the hydrological response to changes in land use and land cover as well as climate variability give valuable insights on prediction of water yields and quality across landscapes and forecasting consequences of land use conversations on stream flows and lake levels. The main objective of this study was to quantify the impacts of climate and land use on the hydrological response of Lake Naivasha Basin. The study focused on identifying climatic and human-induced factors that determine the responses prevailing at different observable scales.

In Chapter 2, a comprehensive analysis of hydro-climatological trends and variability characteristics were investigated for the Lake Naivasha basin with the aim of understanding changes in water balance components and their evolution over the past 50 years. The results showed that upstream flows and precipitation in the basin were fairly homogenous with most stations showing little abrupt or gradual changes. Downstream flows however, experienced increasing trends in one part of the basin and decreasing trends in other parts. The lake experienced a significant decline over the period at a mean rate of 0.06 m year\(^{-1}\). This decline was about 50% lower than reconstructed lake volumes, thereby suggesting net losses attributable to measurement errors, ground water seepage or lake water abstractions. Homogeneity of precipitation in the basin over the period of study was indicative of no evidence of climatic change impacting the hydrological regime of the basin but other factors than precipitation were the likely cause of the observed changes.

In chapter 3 the SEBS model was applied to quantify evapotranspiration of the different land uses/cover in the basin for the period 2003 to 2012. Using MODIS and ECMWF ERA-Interim as input data to compensate for lack of data in the basin, Evergreen forest and closed shrublands, released the least amount of water back to the atmosphere because they covered the smallest
area in the basin compared to grasslands, cropland/natural vegetation mosaic and savannas. Overall, annual evapotranspiration over the 10 years showed a declining trend (~10%) which was likely due to reduced net radiation combined with increases in both actual vapor pressure and decreases in the air-surface temperature difference. These factors accounted for at least 90% of the estimated decline. Validation of SEBS results against 2-year flux measurements at a heterogeneous site (See chapter 4) further indicated that, heterogeneity of the measurement site, uncertainty in the input data, scale mismatch between input and measured data at the site and uncertainties inherent in the formulation of the SEBS model were the likely causes of mismatch between measured and modelled fluxes. It was recommended that inclusion of additional local flux measurements at different land use/cover types would significantly improve understanding of the hydrological fluxes in the basin and constrain model simulations.

The flux measurements at the heterogeneous site also allowed for the characterization of the seasonal and interannual variability of the energy and water fluxes of the ecosystem covering two wet years (2012 and 2013) and one drought year (2014). On an annual scale, more than 60% of \( R_n \) was partitioned as \( LE \) and \( H \), with the latter being the largest consumer of \( R_n \) (~34%) and dominant for most months. The transition from \( H \) to \( LE \) dominance occurred from early noon to late afternoon in the wettest months of April and May. The residual energy balance closure term \( C \) accounted for between 25-40% of the \( R_n \) with the imbalance tending to be highest during periods of high insolation. Annual evapotranspiration accounted for at least 80% of the annual precipitation received at the site. The measurements showed that, during wet seasons, the \( R_n \) was the dominant control of energy partition into \( LE \) while during the dry seasons, \( VPD \) and \( g_s \) strongly dominated the energy partitioning into \( LE \). This cyclic pattern in dominance of controlling factors between wet and dry seasons provide insights towards formulating models that quantify evapotranspiration for ecosystems that experience seasonal shifts in controlling factors.

While land use and climatic controls on eco-hydrological processes are well understood and easily quantified using physical models in hydrological sciences, socio-economic controls on eco-hydrological processes have received little attention. Socio-economic developments often change the water balance substantially and are highly relevant in understanding changes in hydrological responses. Lake Naivasha basin has experienced substantial land use and land cover changes predominantly caused by socio-economic drivers. Accounting for the implications of these socio-economic drivers is vital to the understanding of hydrological and ecological functioning of the basin. Using a statistical cascade-modeling approach, coupling socio-economic factors to eco-hydrological processes it was shown that socio-economic factors have intensified land use changes leading to increased flow regimes over the last 25 years. The population in the upstream part of
the basin contributed over 60% to the land use/cover transformations in that part of the basin. Water abstractions from the lake and its conjunctive aquifer influenced the lake storage changes less than the contribution from upstream runoff volume. Upstream runoff volumes directly affected the lake storage changes by over 70% whereas water abstractions affected the lake storage changes by only 10%. The downstream population and cut-flower export volume accounted for at least 70% of water abstraction. Finally, the large aggregation of high biomass density of large herbivore mammal species in the lake fringe was largely due to land use changes than precipitation. The low variance explained by the annual precipitation on the herbivores biomass contradicts earlier observations that ungulates density is dependent on annual precipitation (Coe et al., 1976; East, 1984; Georgiadis et al., 2003; Ogutu and Owen-Smith, 2003).

Overall, the cascade modeling approach offered insight on the contribution of socio-economic factors on the eco-hydrological regime of the Lake Naivasha basin. Thus, our method could potentially be used to show the influence of eco-hydrological processes on socio-economic developments.

Trends in the water balance components, evapotranspiration and its climatic controls were investigated and a modelling framework integrating socio-economic factors of land use change to basin wide eco-hydrological processes were presented.
9 Samenvatting

Uit theoretisch onderzoek blijkt dat de koppelingen tussen vegetatie, klimaat en hydrologie, vooral stochastische processen zijn (Jackson et al., 2009). Vegetatie oefent een sterke invloed uit op basale hydrologische variabelen. Daardoor hebben veranderingen in landgebruik invloed op de kwaliteit en de kwantiteit van watervoorraden. De groeiende wereldbevolking versterkt veranderingen in landgebruik. Dit leidt tot een toenemende druk op watervoorraden en tot reguleren.

Begrip van de hydrologische processen op stroomgebiedsschaal en van de factoren die deze processen beïnvloeden, zijn noodzakelijk om een goede verwachting te kunnen geven van wateropbrengst en -kwaliteit. De hydrologie van een stroomgebied reageert op zowel veranderingen in het landgebruik als op variabiliteit van het klimaat. Inzicht in deze verbanden is waardevol voor het voorspellen van de effecten van veranderingen in landgebruik op rivieraanvoer en het waterpeil in meren. Het hoofddoel van dit onderzoek is om de invloeden van klimaat en landgebruik op de hydrologische reacties van het stroomgebied van het Naivashameer te kwantificeren. De studie richt zich op het identificeren van menselijke en klimatologische factoren die de hydrologische reacties op verschillende tijdschalen bepalen.

In Hoofdstuk 2 worden trends en variabiliteit van de waterbalans van het Naivashameer geanalyseerd, met het doel om tot inzicht te krijgen in de veranderingen van de afgelopen 50 jaar. De afvoer en neerslag bleken bovenstrooms vrij constant te zijn, met weinig abrupte of geleidelijke veranderingen. Benedenstrooms was er op sommige plaatsen een trend van toename, en op andere plaatsen een trend van afname. Het waterpeil in het meer nam significant af met een gemiddelde snelheid van 0.06 m per jaar. Deze afname was ongeveer 50% lager dan die verwacht op basis van berekende volumes. Dit suggereert ofwel meetfouten, ofwel een netto verlies aan water door grondwater of onttrekking van water uit het meer. Er is geen bewijs voor een effect van klimaatverandering op het peil in het meer. Het ontbreken van een trend in de neerslag suggereert dat andere factoren dan neerslag verantwoordelijk waren voor de waargenomen veranderingen.

In hoofdstuk 3 wordt het model SEBS toegepast om de verdamping van het oppervlak te kwantificeren voor categorieën van landgebruik en bodembedekking in de periode van 2003 tot 2012. MODIS en ECMWF ERAInterim producten zijn gebruikt als invoer. Daarmee kon het gebrek aan gegevens voor het stroomgebied worden gecompenseerd. Groenblijvend bos en gesloten
Summary

Struikgewas verdampen het kleinste volume, omdat ze minder oppervlakte hadden dan grasland, akkerland en savanne. Voor het hele stroomgebied vertoonde de verdamping een neerwaartse trend (ong. 10%). De oorzaken zijn waarschijnlijk een verminderde netto straling, een toegenomen luchtvochtigheid, en een afgenomen verschil in temperatuur tussen de lucht en het aardoppervlak. Deze factoren verklaarden minimaal 90% van de berekende afname. De validatie van de gesimuleerde waardes van SEBS tegen 2 jaar gegevens van een fluxstation op een heterogene locatie (zie hoofdstuk 4) lieten verder zien dat de heterogeniteit van de meetlocatie, de onzekerheid in de invoer van het model, de verschillen in ruimtelijke schaal van invoer en gemeten data op de grond en onzekerheid van de modelrepresentatie allemaal mogelijke oorzaken zijn van het grote verschil tussen gemeten en gesimuleerde fluxen. Een aanbeveling van deze studie is om op meer plaatsen de verdamping te meten; plaatsen met verschillend landgebruik. Zo kan het begrip van de hydrologische fluxen in het stroomgebied verbeterd worden en de vrijheid van het model worden ingeperkt.

De metingen van de fluxen op de heterogene locatie gedurende twee natte jaren (2012 en 2013) en een droog jaar (2014) maakte het ook mogelijk om de seizoensmatige en jaarlijkse variabiliteit van de fluxen van energie en water van het ecosysteem te leren kennen. Meer dan 60% van de jaarlijkse netto straling ($R_n$) wordt verdeeld over verdamping ($LE$) en voelbare warmte ($H$). De voelbare warmte is de grootste consument van netto straling tijdens de meeste maanden (ong. 34% op jaarbasis). Een overgang van dominantie van $H$ naar $LE$ vond plaats in de vroege namiddag tot late namiddag in de april en mei: de natste maanden. Het restant van de energiebalans, de zogenaamde sluitingsterm $C$, bedroeg 25 tot 40% van $R_n$. De onbalans was het hoogste tijdens zonnige perioden. De jaarlijkse verdamping was ongeveer 80% van de jaarlijkse neerslag op de meetlocatie. De metingen laten zien dat $R_n$ de dominante factor voor $LE$ was tijdens het natte seizoen, terwijl tijdens het droge seizoen de luchtvochtigheid en de geleidbaarheid van bodem en vegetatie voor water $LE$ bepaalden. Het ontdekken van dit terugkerende patroon van dominantie van verschillende factoren kan helpen om modellen voor de verdamping voor de savanne te ontwikkelen.

De effecten van landgebruik en klimaat op ecohydrologische processen zijn goed begrepen, en gemakkelijk te kwantificeren met fysische modellen. In het vakgebied is veel minder aandacht besteed aan sociaaleconomische effecten op ecohydrologische processen. Sociaaleconomische ontwikkelingen veranderen vaak de waterbalans substantieel, en ze zijn relevant voor het begrip van de hydrologie. Het landgebruik in het stroomgebied van het Naivashameer heeft een substantiële verandering ondergaan, en deze verandering van landgebruik is veroorzaakt door sociaaleconomische ontwikkelingen. Het berekenen van de implicaties van deze
sociaaleconomische factoren is van groot belang. Uit een statistisch cascademodel blijkt dat sociaaleconomische factoren de veranderingen in landgebruik hebben geïntensifieerd, wat heeft geleid tot toenemende afvoeren gedurende de afgelopen 25 jaar. De bevolking bovenstrooms is verantwoordelijk voor 60% van de landgebruiksentveranderingen. Onttrekking uit het meer en het daaraan verbonden watervoerend pakket hadden minder invloed op het volume van het meer dan de bijdrage van de afvoer van bovenstrooms. Bovenstroomse afvoervolumes hadden een direct effect van 70% op de veranderingen in het volume van het meer, terwijl ontrekkingen slechts 10% bijdroegen. De benedenstroomse bevolking en de productie van snijbloemen waren verantwoordelijk voor 70% van de ontrekkingen. De aggregatie van biomassa en de dichtheid van grote herbivoren rondom het meer was vooral veroorzaakt door veranderingen in landgebruik. Het geringe effect van de jaarlijkse neerslag op de aantallen herbivoren is in tegenspraak met eerdere waarnemingen dat de dichtheid van hoefdieren afhangt van de jaarlijkse neerslag (Coe et al., 1976; East, 1984; Georgiadis et al., 2003; Ogutu and Owen-Smith, 2003).

Het cascademodel heeft inzicht verschaft in de bijdrage van sociaaleconomische factoren op de ecohydrologie van het Naivashameer. Onze methode kan ook elders worden toegepast om het effect van sociaaleconomische ontwikkelingen op de hydrologie aan te tonen.

In deze studie zijn trends in de componenten van de waterbalans, de verdamping en het klimaat zijn onderzocht en is een raamwerk gepresenteerd om sociaaleconomische effecten van landgebruik op een stoomgebied te kwantificeren.
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